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Synonyms

Total internal reflection (fluorescence) velocimetry
Definition

Evanescent-wave particle velocimetry is a technique

for measuring interfacial flow velocities, typically

within 500 nm of the wall, by illuminating fluorescent

particles, or beads, up to about 1 mm in diameter by

evanescent waves, and tracking the motion of these

beads over time as they are convected by the flow.
B. Bhushan (ed.), Encyclopedia of Nanotechnology, DOI 10.1007/
# Springer Science+Business Media B.V. 2012
Since the illumination intensity decreases farther

away from the wall, the three-dimensional position of

each particle can be determined from a single image of

the particles along a plane parallel to the wall from

both the brightness and the location of the particle

image.
Introduction

The interfacial transport of various aqueous solutions

in the region less than 1 mm from the wall is of interest

in many nanofluidic and microfluidic applications. The

most important transport quantity in the typically

steady, laminar, and incompressible flows in these

applications is the velocity. The energy required to

drive an aqueous solution through nanochannels and

microchannels, for example, is determined by the

velocity gradient at the channel wall, usually calcu-

lated by differentiating the velocity field. Measuring

this velocity field requires techniques with a spatial

resolution at least an order of magnitude less than

the overall dimension of the nanochannel or

microchannel.

The leading microfluidic velocimetry technique,

micro-particle image velocimetry (mPIV), measures

fluid velocity distributions by following the motion of

suspended fluorescent polystyrene (PS) particles less

than 3 mm in diameter [1, 2]. Because PS has a density

very close to that of most aqueous solutions, these

suspended particles should follow the flow. Micro-

PIV can measure the two in-plane components of the

velocity without disturbing the flow by illuminating

the entire flow and imaging a single two-dimensional

plane of the flow. And, because it can use the same
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internal reflection of light at the planar interface between two

dielectric media. The reflected beam is slightly offset along the

x-direction by the Goos-H€anchen shift
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optical path to illuminate and image the flow, mPIV
requires only the addition of a single optical window to

the microfluidic device.

In the near-wall region, the velocity is mainly par-

allel to the wall because the fluid cannot penetrate the

wall. Imaging the velocity field within 1 mm of the wall

in a plane parallel to the wall with mPIV is difficult,

however, because the thickness of the plane imaged by

the technique is at least 2 mm, and optical interference

(e.g., glare, reflections) greatly reduces the quality of

the image. Instead of illuminating the entire flow,

however, evanescent waves, reviewed later, can be

used to illuminate only the flow within 0.5 mm of the

wall.

In general, particle velocimetry techniques deter-

mine the flow velocity field from measurements of

particle velocities assuming that the particles follow

the flow. The tracers used here will not follow the flow

because of Brownian diffusion, which is significant for

these small particles. And near the wall, Brownian

fluctuations will not necessarily have a mean of zero

because the diffusion varies with distance from the

wall. Furthermore, the particles will not uniformly

sample the velocities near the wall. The particle con-

centration will vary along the direction normal to the

wall due to particle-wall electric double layer and van

der Waals interactions. These phenomena (briefly

discussed in the next section), which play

a significant role for suspended particles within 1 mm
of the wall, should be considered when determining the

flow velocity field from these particle velocity data.
Key Concepts

Evanescent Waves

From basic optics, it is known that when light of

wavelength l is incident upon the planar interface

between two homogeneous dielectric media with

refractive indices n1 and n2 (where n2 > n1) at an

angle of incidence yi exceeding the critical angle

yc � sin�1ðn1=n2Þ, total internal reflection (TIR)

occurs, where all of the incident light is reflected,

remaining in the more dense medium of refractive

index n2 (Fig. 1). The Fresnel conditions for TIR,

however, give a nonzero amplitude transmission coef-

ficient, and so there is a wave transmitted into the lower

refractive-index medium that cannot, on average, carry

any energy across the interface [3].
This transmitted evanescent wave, which propa-

gates parallel to the interface along the x-axis, has
a purely imaginary wave number, and hence an ampli-

tude that decays exponentially as it propagates into the

less dense medium of refractive index n1. The intensity
of the evanescent wave is then:

I ¼ Io exp � z

zp

� �
(1)

where Io is the intensity of the evanescent wave at the

interface, z is the distance normal to the interface

measured from the interface, and zp, the intensity-

based penetration depth, is given by:
zp ¼
4p

n22sin
2yi � n21

�1=2
(2)

The intensity of the evanescent wave is maximum at

the interface, and this maximum value can be several

(more than 4) times the intensity of the light incident

upon the interface [4]. Based on Eq. 1, the evanescent

wave only illuminates the region within a few penetra-

tion depths of the wall. Evanescent waves, because

they are confined to a region less than 1 mm from the

wall, have been used in total internal reflection fluo-

rescence (TIRF) microscopy to visualize cell-substrate

contact and measure the binding kinetics of proteins to

cell surface receptors in biophysics [4] and measure

colloidal forces in surface science [5].

EDL and Van der Waals Interactions

When a solid surface is exposed to an aqueous solu-

tion, the surface will become charged by dissociation

of surface groups or adsorption of ions, for example.

This charged surface will then in turn attract mobile

counterions from the solution to form a charged
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screening layer, known as the electric double layer

(EDL), whose thickness is characterized by the

Debye length scale k�1, which is less than 50 nm for

all but very dilute aqueous solutions [6]. Both the glass

microchannel wall and PS particle surfaces will

become negatively charged for aqueous solutions at

moderate pH values, and the particle-wall surfaces,

which both have a net positive charge, will then have

a repulsive interaction between their EDLs over dis-

tances of order k�1 that varies with the ionic strength

and temperature of the solution.

The particle and wall surfaces will also experience

attractive intermolecular van der Waals interactions.

The combination of EDL repulsion mediated by

van der Waals attraction, described by the Derjaguin-

Landau-Verwey-Overbeek (DLVO) theory [6], leads

to a strongly nonuniform particle distribution along

wall-normal, with a particle depletion zone immedi-

ately next to the wall.
N

Hindered Brownian Diffusion

Colloidal particles with radii a� 0.5 mm suspended in

an unbounded fluid are subject to significant

Brownian diffusion due to Stokes drag and thermal

effects. The stochastic fluctuations due to Brownian

diffusion are described by the Stokes-Einstein diffu-

sion coefficient:
kT
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D1 ¼
6pma

(3)

where k is the Boltzmann constant, T is the absolute

temperature of the fluid, and m is the viscosity of the

fluid. In the near-wall region, however, the fluctua-

tions of the particle position due to Brownian diffu-

sion are reduced by hydrodynamic interactions with

the wall. Moreover, the presence of the wall hinders

diffusion normal and parallel to the wall differently.

For a particle whose center is at a wall-normal dis-

tance z ¼ OðaÞ from the wall, the correction factor

for diffusion parallel to the wall is given by the

Faxén relation [7]:
Dk
Sketch of the cross-section of flow through a glass

microchannel containing suspended fluorescent particles. The

particles are illuminated by evanescent waves (EW) from the

TIR of a laser beam at the glass wall-fluid interface, and imaged

through the same (lower) wall of the channel. The flow is along

the x-direction
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(4)
where Dk is the coefficient for hindered diffusion par-

allel to the wall. The correction factor for diffusion

normal to the wall, which is an infinite series in z=a [8],
can be approximated by regression of the series [9] as:

b? �
D?
D1
¼ 6h2 þ 2ah

6h2 þ 9ahþ 2a2
(5)

where D? is the coefficient for hindered diffusion

normal to the wall and h ¼ z� a is the particle edge-

wall separation. Near the wall, the diffusion coeffi-

cients become functions of the particle wall-normal

position. Given that this position will change over

time due to diffusion normal to the wall, the near-

wall fluctuations of particles due to Brownian diffusion

will not have a mean of zero, unlike the fluctuations

described by Eq. 3.
Evanescent-Wave Particle Velocimetry

In evanescent-wave particle velocimetry, evanescent

waves generated by the TIR of a laser beam at the

interface between the glass wall of the channel and

the flowing aqueous solution are used to illuminate

fluorescent PS particles of radius a ¼ 50–500 nm

suspended in the flow (Fig. 2). The evanescent waves

can be generated either by coupling the laser beam into

the channel using a prism, or by using a high numerical
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aperture TIRF microscope objective. For a beam of

blue light at l ¼ 488 where n1 ¼ 1.34 (assuming that

the refractive index of the aqueous solution is that of

water) and n2¼ 1.46, yc ¼ 66.6� and zp� 100–200 nm

by Eq. 2 for angles of incidence a few degrees greater

than the critical angle. The fluorescence from the

particles in the x-y plane parallel to the bottom wall is

imaged from below through a microscope objective by

an intensified or electron multiplying CCD (ICCD and

EMCCD, respectively) camera.

The maximum z-distance from the wall Zmax where

tracer particles are visible in the images is usually

determined by the noise characteristics of the camera.

For a 16-bit EMCCD camera image, for example, the

background noise can be as great as 8% of the maxi-

mum grayscale value. In this case, Zmax ¼ 2.5zp based

on Eq. 1, since the images of particles beyond that

distance cannot be distinguished from the background

noise in the images. The displacement of the particles

along the x- and y-axes in the image plane can then be

determined from a pair of images separated by a time

interval Dt, and the two components of the velocity of

the particle in the plane are simply that displacement

divided by Dt.
Nanoparticle Image Velocimetry

In nanoparticle image velocimetry (nPIV), the average

velocity of a group of particles is calculated by cross-

correlating the part of the first image in the pair which

contains the images of these particles (the interroga-

tion window) with the second image in the pair. The

displacement of the group of particles is then taken to

be the shift between the two images required to obtain

the maximum cross-correlation [1]. The spatial reso-

lution of the velocity data along x and y is determined

by the corresponding dimensions of the interrogation

window, while the spatial resolution of the velocity

data along z is Zmax.

The images of particles closer to the wall will be

brighter than those farther from the wall because of the

exponential decay of the illumination. So, although

nPIV data represent the average velocity of the parti-

cles within a distance Zmax of the wall, the average is

biased toward the velocities of particles closer to the

wall, because their brighter images will be more

heavily weighted in the cross-correlation. This bias

can be eliminated by using particle-tracking

approaches where the displacements of individual
particles are determined from a pair of images by

finding the (x, y) positions of each particle center in

each image.

Particle Distributions

The nonuniform nature of the illumination, however,

also makes it possible to determine the z-position of

each particle center. If the intensity Ip of the image of

a fluorescent particle excited by evanescent waves

follows Eq. 1, the particle edge-wall separation is

given by:
h ¼ zp ln
Ip
Ip

(6)

where I0p is the intensity of the image of a particle

touching the wall (i.e., at h ¼ 0), and the wall-normal

position of the particle center z ¼ hþ a. In practice,

particle-to-particle variations in I0p measured in cali-

bration experiments are quite large, with standard

deviations as great as 9%, due to variations in the

particle properties. For example, the radius of com-

mercially available fluorescent PS particles typically

has a standard deviation as great as 10%, based on

dynamic light scattering measurements.

This close to the wall, the flow velocity is mainly

parallel to the wall. The uncertainity in the Z-position

of the particles is also quite large. The wall-normal

positions of the particles estimated using Eq. 6 are

therefore used to determine the distribution of the

particles (instead of the velocity component) along

the z-direction. The particle edge-wall separations of

a large ensemble of particles should then give a good

estimate of the steady-state distribution of the particles

along the wall-normal direction.

Directly measuring this distribution turns out to be

important in determining the wall-normal position of

near-wall velocities estimated from particle displace-

ments. Figure 3 shows a typical particle distribution in

terms of the particle number density c estimated from

more than 7 � 104 images of fluorescent PS particles

with a mean radius of 110 nm. The particles were

suspended at a bulk number density c0 � 3 �
1016 m�3 in a 1 mM aqueous sodium tetraborate solu-

tion and convected by a weak Poiseuille flow driven by

a pressure gradient of a few kPa/m. Here, Ip was taken

to be the intensity averaged over the area of the particle

image. As expected, the region immediately next to the
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number density profile of fluorescent PS particles measured by

MnPTV with a mean radius of 110 nm
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wall at h¼ 0 is depleted of particles; as h increases, the
particle concentration increases from a value near zero

at h ¼ 0 to a maximum value at h � 60 nm. The

concentration then slowly decreases to a value near

c0. The shape of cðhÞ is typical of repulsive EDL

interactions mediated by attractive van der Waals

forces.

Multilayer Nanoparticle Tracking Velocimetry

In multilayer nanoparticle tracking velocimetry

(MnPTV), a single pair of particle images illuminated

by evanescent waves is processed to obtain a velocity

profile, typically consisting of three data points, all still

at z � Zmax. First, the particle displacements parallel to

the wall between the first and second image of the pair

are determined using particle-tracking, and the dis-

placements normal to the wall are determined from

the brightness of the particle image using Eq. 6. Each

particle displacement is then assigned to its average

wall-normal position over the two images in the pair.

Next, the particle velocity components parallel to the

wall (i.e., along x and y) are divided, based upon the

average wall-normal position, into a few (usually

three) layers, and averaged over all the particles in

each layer. Finally, the average velocity parallel to

the wall in each layer is assigned to the average dis-

tance from the wall sampled by the particles calculated

from cðhÞ.
Although the nonuniform particle distribution

shown in Fig. 3 only affects the position of the veloc-

ity, and not the velocity itself, the region of depleted

particles next to the wall will shift the MnPTV result

nearest the wall away from the wall. This shift can

significantly affect the accuracy of near-wall velocity

data, as will be shown in the next section. By ensemble

averaging over the particles in each layer, MnPTV

reduces the uncertainty in the resulting velocity and

in the wall-normal position of that velocity.

As mentioned previously, the particles may not

follow the flow because of hindered Brownian diffu-

sion. The effects of Brownian diffusion have been

modeled using Fokker-Planck and Langevin

approaches [10, 11], and it has been shown that the

discrepancy between the particle and fluid velocities

due to Brownian diffusion increases with

a dimensionless group P � D1ðDtÞ=Z2
max that com-

pares the displacements due to Brownian diffusion

with the wall-normal dimension of the region illumi-

nated by the evanescent wave forP> 1. The effects of

Brownian diffusion can, therefore, be reduced by min-

imizing the time interval between the two images in the

pair Dt. By reducing Zmax to the thickness of a single

layer, MnPTV should also have less error due to

Brownian effects than other types of evanescent-

wave particle velocimetry.

The particles will also lag the flow if there is a large

velocity gradient, or shear, which causes the particles

to rotate. The velocity of a sphere U near a solid planar

wall convected by a simple shear flow with velocity of

_g z (where _g is the shear rate) is already reduced by 3%
if the particle edge-wall separation h=a ¼ 2, and by

8% at h=a ¼ 0:5 [12]. Given that there are very few

particles so close to the wall due to the repulsive

particle-wall EDL interactions, however, the effects

of fluid shear are unlikely to have a significant effect

on ensemble-averaged velocities.
Examples of Application

Over the past decade, evanescent-wave particle

velocimetry has been used to study a variety of phe-

nomena. Studies of the hindered Brownian diffusion of

a ¼ 100–500 nm fluorescent PS particles [13] have

reported good agreement with theory for diffusion

parallel to the wall, but poor agreement for diffusion

normal to the wall. Investigations using larger



N 1490 Nanoassembly
a ¼ 1.5 mm particles [14], however, reported good

agreement with theory for diffusion both parallel and

normal to the wall.

Evanescent-wave particle velocimetry has also

been used to study electroosmotic flows [15] and flow

inside the EDL [16], as well as slip of Newtonian

liquids in Poiseuille flow. Slip lengths as great as

96 nm were observed in hydrophobic channels at

a shear rate of 1,800 s�1 [17], while MnPTV studies

have reported slip lengths as great as 23 nm in hydro-

phobic channels at a shear rate of 2,250 s�1 [18]. The
MnPTV studies noted that accounting for the

nonuniform near-wall distribution tracers was impor-

tant in improving the accuracy of the estimated slip

lengths, since assuming uniformly distributed tracers

would have shifted the velocity estimate in the layer

nearest the wall by 24 nm closer to the wall, increasing

the slip length by as much as 51 nm, or more than three

times the reported value.

Finally, a few studies have used other types of

tracers. Near-wall flow velocities have been estimated

from the displacements of both fluorescently labeled

lDNA molecules [19] and ZnS-overcoated CdSe

quantum dots [20] illuminated by evanescent waves.
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Synonyms

ac-Calorimetry; Attocalorimetry; Biocalorimetry;

Differential scanning calorimetry; Femtocalorimetry;

Heat capacity; Isothermal calorimetry; Microcalorim-

etry; Nanocalorimeter; Nanocalorimetric sensors;

Nanoscale thermal analysis; Nanotechnology; Relaxa-

tion calorimetry; Thermodynamics of small systems;

Thermometry
Definition

Calorimetry is the part of thermodynamics which aims

to measure any quantity of heat (enthalpy, specific

heat, heat release) stored, released or brought into

play in any state of matter, in a reaction, or in phase

transitions [27].

More precisely, the terminology of

“Nanocalorimetry” may cover different concepts

depending on the area of science where it is used. It

concerns any calorimetric method in which either the

samples to be studied have a size in the range of the

nanometer scale or the measured energies involved are

of the order of the nanojoule or below.

Although these two types of definitions are very

different, they both have something in common. They

are indeed concerned with the development of minia-

turized sensors and more generally with ultrasensitive

experiments imposed when small systems are

involved. Indeed, most of the modern sensors are

built to carry out measurements at the ultimate limit

of what can be detected by calorimetry on thin films or

very small volume samples.

In this entry, the key issues governing an experi-

ment of nanocalorimetry are discussed. In particular,

for each point, recent experiments conducted in this

area over the world are presented. This will provide

a non-exhaustive overview of what is currently done in

nanocalorimetry. Particular attention will be given

to micro- and nanofabrication technologies as well

as highly sensitive thermal technique necessary

to achieve an experiment of nanocalorimetry. Here,

bolometry is not discussed; despite its thematic

proximity; the measurement of radiation and possible

refrigeration at the mesoscopic scale has been

described extensively in other works [19].
Nanocalorimetry

Introduction

In calorimetry, thermal isolation is the major issue.

The heat capacity of a sample under study, or the

measurement of exchanges of energy between the

sample and its environment, is properly measured

only if the sample is correctly isolated from its envi-

ronment (adiabatic conditions). In practice, the thermal
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Nanocalorimetry, Fig. 1 Thermal schemes for calorimetric

experiments (a) a quantity of heat DQ is released in the sample,

an increase of temperature will appear. This system is assumed

to be infinitely isolated from the heat bath. (b) An external heat is

supplied to the sample also infinitely isolated from the heat bath.

By measuring the increase of temperature we will get access to

the heat capacity of the sample (adiabatic calorimetry). (c) The

sample is linked to the heat bath through a thermal conductance

K; a thermometer and a heater allow the measurement of the

thermal properties (C and K)
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isolation is not perfect, and one overcomes this prob-

lem by calibrating correctly the thermal link between

the sample and its surroundings. As discussed later in

this entry, the thermal relaxation rate, t, which deter-

mines the condition of adiabaticity, is a crucial param-

eter for the selection of measurement methods adapted

to the physics to be studied (see the section “Experi-

mental Techniques”). This problem of thermal isola-

tion is more problematic in nanocalorimetry because

the samples are very small in size and therefore have

small masses and thus very small heat capacities.

Therefore, to fulfill the requirement of adiabaticity,

the experimentalist makes thin suspended membranes

micrometer thick that will support small objects to be

studied (see Fig. 1).

One of the advantage of working with membrane

sensor is the reduction of addenda (the sample holder

and the sensitive measuring elements are called

“addenda”); this is especially important when working

with very small systems. The small thickness of the

membrane reduces also the thermal coupling to the

outside providing then thermal isolation. Some mem-

branes are structured to further limit the exchange of

heat between the measurement area and the thermal

bath. In this case, they look like micro-trampolines

suspended by arms that allow the passage of current

leads (see Fig. 2).

Another point is that, since in the case of

nanocalorimetry the amount of energy to be measured
is small, the resolution of the calorimetric measure-

ment must be sufficiently high to access the expected

thermal properties. A first means to increase the signal-

to-noise ratio (SNR) of the measurement is to reduce

the noise of the detected signals. In other words, one

must develop a low noise electronic chain adapted to

the chosen experimental technique and also adapted to

the sensor converting temperature changes in measur-

able signals (usually voltage). This aspect, which con-

cerns the sensitive measurements and thermometry, is

discussed later on (see the section “Thermometry”).

A second way is to reduce significantly the heat capac-

ity of sample holder and measuring devices (thermom-

eters and heaters).

In this case, the use of nanotechnology and

microfabrication is indispensable for the realization

of sample holder for which the heat capacity is at

least equivalent (or smaller) than the sample heat

capacity being studied. The use of these technologies

is crucial for measuring heat capacities of objects of

very small size or for the detection of low energy in

relevant thermodynamic transformations. Therefore,

micro- and nanotechnologies are essential keys

to nanocalorimetry. This justifies the use of thin

microfabricated membranes for thermal isolation

(see Fig. 3). Each membrane contains the sensitive

elements. These elements are micro-machined in thin

layers of sub-micrometer thicknesses deposited by

vacuum evaporation technique or by magnetron
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Nanocalorimetry, Fig. 2 Various sensors made in silicon,

silicon nitride, or polymer. (a) Silicon membrane for very low

temperature heat capacity measurement by ac calorimetry [3].

(b) Silicon nitride sensor made by e-beam lithography used for

relaxation calorimetry [10]. (c) Silicon nitride sensor used for

fast scanning calorimetry [31]. (d) Polyparaxylylene membrane

for phase transition detection in thin magnetic films around

100 K [32]. (e) Silicon nitride sensor used for relaxation

calorimetry over a wide range of temperature (Cooke 2010).

(f) Polyimide membrane for heat capacity measurement of thin

polymer films at ambient temperature [18]

Nanocalorimetry, Fig. 3 Scheme of the principle of

a nanocalorimetric measurement on membrane
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sputtering. Microphotolithography techniques are used

to shape the geometry of the sensitive elements and

define their impedances, and therefore define the sen-

sitivity of the calorimetric measurement.

Another major issue in calorimetry is the tempera-

ture homogeneity of the sample and the addenda.

Indeed, the low thermal diffusivity of some samples
limits the dynamic of temperature variations during the

measurement. The relaxation time of thermal diffusion

in the sample and addenda, tdiff, also depends on the

geometry of nanocalorimeters. In general, a thin layer

of gold, or highly diffusive material, is deposited by

vacuum evaporation technique or sputtering on the

measurement area so that the temperature is as uniform

as possible in the sample. Finally, the thin thickness of

the membranes reduces the thermal coupling to the

outside providing then thermal isolation, while

the isothermal layer ensures thermal homogeneity

of the sensitive area. The experimental timescale

Dtexp, the timescale over which the thermal measure-

ment occurs has to be slower than the diffusion time

(to ensure a homogeneous temperature) and faster than

the thermalization time of the sensing part to the heat

bath. This last point can be mathematically summa-

rized by the two following inequalities:
diff exp

where tdiff is the thermal diffusion time and t is the

thermal relaxation time.



Nanocalorimetry, Fig. 4 Variation of resistance versus tem-

perature in the cases of metals and semiconductors
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Thermometry

The basis of the measurement of heat is essentially

based on the ability of the experimentalist to accurately

measure temperature. To obtain a sensitive measure-

ment of temperature, it requires access to a physical

quantity X, which varies greatly with temperature. This

large variation with temperature is characterized by

what is called the temperature coefficient 1
X

dX
dT .

A highly sensitive measurement of temperature varia-

tion will allow a direct access to very small energy,

which is the case generally when nanosystems

are involved. The physical quantity X will be

anything that can be accurately measured: a volume,

a pressure, or an electrical quantity (capacitance,

resistance, etc. . .).

Some of the most used technique to measure tem-

perature in nanocalorimetric experiments are detailed

below.

Resistive thermometry: One of the most commonly

used physical quantities to measure a temperature is

the resistance. The resistivity of pure metals is chang-

ing a lot with temperature from very high temperature

down to 30 K. Then, these metals will be perfect

thermometers in this temperature range. The most

common thermometer is platinum; this metal when

elaborated in thin films geometry has a positive tem-

perature coefficient of resistance of about
1
R

dR
dT ¼ 3� 10�3K�1; the resistance is decreasing

when the temperature is decreased (Fig. 4). Other

materials have also a strong change of resistance with

temperature like semiconductor or like Anderson or

Mott insulator. These materials have a huge increase of

resistance as the temperature is lowered because the

electron transport is more and more limited as the

thermal activation is diminished. These materials (ger-

manium, carbon, niobium silicon, niobium nitride) are

widely used as thermometer at low temperature. They

are much more efficient than metals below 40 K with

temperature coefficient that can be above 1 K�1! Tem-

peratures as low as few millikelvin, close to the abso-

lute zero, may be measured using this type of

thermometry. The limitation comes from the applied

current necessary to measure the resistance; the Joule

heating creates parasitic power. This dissipated power

may induce temperature gradients and then induces

error when estimating the real temperature of

a nanosystem.
Noise thermometry: Any electrons in a regular

resistance are subject to Brownian motion. This

Brownian motion takes its origin in the temperature

activation. This movement of electrons gives birth to

a varying voltage across the resistor which is called the

Johnson–Nyquist noise. Due to its origin this noise is

a function of the temperature through

V ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kBTRDf

p
, where kB is the Boltzmann constant,

T the temperature, R the resistance, and Df the fre-

quency window where this noise is measured. By mea-

suring the voltage versus time, knowing the resistance,

one can deduce the temperature of the resistor R. This

thermometry is not very sensitive but it has the major

advantage of not dissipating any spurious power

because its measurement does not require any electri-

cal current.

Thermocouple thermometry: A thermocouple is

composed of a junction between two different mate-

rials. A temperature difference between a “hot” and

a “cold” junction will be converted into a voltage

(Seebeck effect). The measurement of this voltage is

a widespread way of measuring a temperature. How-

ever, the amplitude in volt per Kelvin produced by

a usual thermocouple is small (of the order of magni-

tude of several hundreds of microvolts per degree), it

needs at least a few hundred couples in a system called

thermopile to obtain sensitivities equivalent to those of

resistive thermometers.



Nanocalorimetry, Fig. 5 Illustration of the two significant

timescales in a nanocalorimetric experiment
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A thermopile is a device composed of plenty of

thermocouples connected electrically in series and

thermally in parallel. Each couple participates in the

total impedance of the sensor and therefore increases

the thermal noise of electrons in conductors (Johnson–

Nyquist noise). The fact that it is not necessary to

polarize and thus generate thermal power in the sample

to obtain a measuring signal is a major advantage of

this technique.

When working close to room temperature, most

calorimeters and differential nanocalorimeters use

thermopile to measure directly the temperature differ-

ence between the sample cell and a reference neutral

cell (see DSC). In this case, the “hot” and “cold”

junctions are perfectly thermally coupled to the sample

and reference, respectively (or vice versa). For zero

signal detection devices, two thermopiles connecting

sample/thermal bath and reference/thermal bath,

respectively, are mounted in opposition in order that

same temperature elevations of the sample and refer-

ences with respect to thermal bath gives approximately

zero signal. Knowing the thermal link (thermal

exchange coefficient) between the sample and the ref-

erence with respect to the surrounding, the voltage

from the thermopile is proportional to the difference

of heat flows (W) exchanged between the sample and

the reference with respect to thermal bath, respec-

tively. One prefers to present the converted signals

collected by thermopiles in watts rather than in Kelvin

because their direct integration along time gives the

heat absorbed or released by the sample during the

experiment of calorimetry. In conclusion, the thermo-

pile is the ideal element to detect differential temper-

ature or differential heat flow between two objects

without direct generation of power in one or (and) the

other of these objects.
Experimental Techniques

Principle of Measurement

Calorimetry is the measurement of heat exchanges

between a system for which the thermal properties

have to be studied and its environment (thermal

bath). There are two types of calorimetric measure-

ments. The first is the measurement of the specific heat.
In this case, the experimentalist provides a given heat

flux to the sample and measures the resulting temper-

ature rise (Fig. 1c). The second concerns the measures

of energy released or absorbed by a sample during

any transformations or physicochemical interaction at

constant temperature; one speaks in this case about

isothermal calorimetry. In all cases, the experiment

of calorimetry consists in measuring a change in tem-

perature. Thermometry and the measurement electron-

ics are therefore two essential elements for

nanocalorimetry. The temperature sensor is then cho-

sen as a function of the particular experimental

methods used; the latter being in fact adapted to

the physical phenomena that the experimentalist

wishes to study.

Let us introduce two characteristic times which will

be very useful in the rest of this entry. First the internal

thermalization time noted tint is defined; this time is

related to the diffusion of heat inside the sample to be

studied. Secondly, the external thermalization time

noted text is defined. This time is given by the ratio

C/K where C is the heat capacity of the system and

K the thermal conductance of the link to the bath (see

Fig. 1). If a heat power is supplied to the sample at

a rate faster than the internal thermal time, then the

temperature of the sample is not homogeneous (see

Fig. 5). On the other hand, if a power is supplied to

a sample over a very long time, then the external

thermal time will be dominant. A gradient of temper-

ature will be established following an exponential law

between the sample and the heat bath as shown in

the Fig. 5.



DP ¼ KDT

Nanocalorimetry, Fig. 6 Thermal scheme for DSC experi-

ment. One cell contains the sample and the other cell contains

a neutral reference. During the scanning temperature rate the

temperature difference (or heat flux difference) is recorded as

a function of time
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Experimental Methods

Adiabatic Calorimetry

Regarding the specific heat, various experimental

methods allow its measurement. The most traditional

is the adiabatic calorimetry in which the sample and its

addenda are isolated as much as possible from their

environment. A thermal power of known value is sent

at a timescale much smaller than the thermal relaxation

time text. The measured temperature rise is inversely

proportional to the heat capacity of the sample (plus

addenda)

DT ¼
R Dt
0

Pdt

C

Then, it remains simply to change the temperature

of the thermal bath and carry out a newmeasurement in

order to have a final C (T) curve. In practice,

adiabaticity is not perfect, and the heat exchange coef-

ficient has to be taken into account, and therefore

energy losses between the sample and the thermal

bath. This is especially true in nanocalorimetry

because objects to be studied are small and therefore

their heat capacity is small to. It is therefore very

difficult to thermally isolate them, and the adiabatic

nanocalorimetry method cannot be implemented. Sci-

entists have developed calorimetric techniques better

suited to the measurement of small samples to over-

come the problem of heat loss. They are presented in

the following sections.

Differential Scanning Calorimetry

A second widespread calorimetric experimental tech-

nique is called differential scanning calorimetry (DSC)

[11, 22]. It is a continuous method in which the sample

temperature follows a temperature ramp imposed by

the experimentalist (Fig. 6). The fact that it is differ-

ential indicates that what is measured is directly the

temperature difference between the sample and

a neutral reference. However, one must keep in mind

that any calorimetric method can be conceived in dif-

ferential mode. In the case of DSC, differential heat

capacity DC and differential heat flux DP (between

sample and reference) measured during the ramp tem-

perature obey the following equation:
dðDPÞ

DC ¼ DPþ t dt

b

where b is the scanning temperature rate and t the

thermal relaxation time. This differential heat flux (or

thermal power) is related to the differential tempera-

ture by means of the heat exchange coefficient K:
Compared with the adiabatic calorimetry, here the

heat exchange coefficient K also plays a role at the

same level than the heat capacity C. The former is

measured by means of a prior calibration in quasi-

static mode where the above equation is valid. In

DSC, the scanning rate b ¼ dT/dt, is an important

factor since it determines the signal intensity. Indeed,

the first equation above shows that for a given differ-

ential heat capacity, the differential signal DP is for

a part proportional to this scanning rate. However, in

this case, the power of resolution of the measurement is

reduced due to the presence of the second term reveal-

ing the dynamic of the DSC. Again, the thermal time

constant plays a key role at high scanning rates. It

should be noted that the above equations are only

valid for a large thermal diffusivity in the sample and

the sample holder, so that the time constant of heat

diffusion (tint) does not become the limiting factor.

They are also valid under the assumption of perfect

thermal symmetry of the calorimetric head (second-

order terms are not shown) [11, 22]. Classical DSC

based micro- and nanotechnologies are rare. Let us

mention SiN membrane DSC for heat capacity



Nanocalorimetry,
Fig. 7 Thermal scheme

for isothermal calorimetry

experiment. The power

necessary to maintain the

temperature of the sample at

a constant value is represented

versus time. The integration of

this power provides the energy

absorbed or dissipated by the

sample at such temperature
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detection of nl-range liquid droplets [47] and MEMS-

DSC device where protein folding processes are

analyzed via the measurement of differential heat

capacity [44].

Fast speed DSC: In nanocalorimetry, the samples to

be studied are so small that the internal thermalization

time is not limiting. In this case, scientists have cir-

cumvent the problem of isolation of small samples in

using scanning rates with values going from about 104

to 106 K/s. This new experimental technique, called

“Fast Speed DSC,” has grown significantly in recent

years. They use microsensors, typically SiN thin mem-

branes, produced through micro- and nanotechnology

[1, 33, 42]). These very high speeds yield to high

sensitivities and allow measurements of very thin

films from 100 to 1,000 K [15, 31]. A last feature of

these rapid calorimetric measurements is that, at such

high temperature rates, kinetics of studied thermal

event can be observed. This is also true for high-

frequency nanocalorimetric methods as seen in the

following.

Isothermal Calorimetry

A third widely used measurement method is called

Isothermal Calorimetry [26]. It consists of measuring

absorption (or removals) of energy in a sample over

time at constant temperature (Fig. 7). Titration

nanocalorimetry is an experimental method issued

from Isothermal Calorimetry in which a compound

A in solution (titrant) interacts with compound B in

solution (titrate), producing or absorbing energy at

constant temperature. If an aliquot (few percent in

volume) of the titrant solution containing the molecule

A interacts with the solution containing the molecule

B, then the experiment can be carried out N times to

achieve complete disappearance of B. In this way,
through this type of experience, not only the enthalpy

of reaction between molecules A and B can be

obtained (during the firsts interactions), but also,

thanks to the saturation curve DH ¼ f (N), the constant

of reaction between A and B is obtainable, like for

acid-base chemical titrations. The constant of reaction

allows access to the Gibbs free energy at a certain

temperature. With calorimetric titration, the thermo-

dynamic parameters DH, DG, and DS could be
accessed for the reaction A/B which provide complete

thermodynamic data at determined temperatures. This

technique is mainly used in chemistry, biochemistry,

and biology [37]. Since in this field, firstly biochemical

and biophysical reactions generally have relatively low

energy values, and secondly available volumes of bio-

logical samples are generally reduced (simply because

they are expensive due to the cost of the synthesis) the

use of nanocalorimetry is a natural choice. In the past

decades, the development of isothermal titration

nanocalorimeters has been increasing a lot [20, 45].

Another approach to induce interaction of A with B is

to mix the two solutions in the sensitive area via two

differentiated liquid inputs. The mixture produces or

absorbs energy in the sensitive area which is detected

by the sensor and then flows through a third flow output

path. One speaks about flow nanocalorimeters [24, 28,

30, 35, 49]. An original way of binding has been

obtained by means of electrostatic mixing [41].

A major technical difficulty in the development of

isothermal titration or flow nanocalorimeters is the

need for a coupling of microfluidic techniques with

that of the microfabrication of nanosensors. Indeed,

one needs to bring the various liquid reactants on the

measurement area while maintaining the highest ther-

mal insulation of the same area. Certain isothermal

nanocalorimeter measures only the power or heat
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released or absorbed by a small biological object

already positioned (e.g., living cells) along time

[8, 23, 43]. In the field of biocalorimetry, volumes of

analyzed samples comprise between few nanoliter and

few microliter, and minimum detectable powers are

between few nanoWatt and few hundredth of

nanoWatt depending on the nanocalorimeters designs.

Integration of power measured versus time yields to

minimum recorded energies from few tenth of

nanoJoule to few microJoule (see tables showing per-

formances of various isothermal calorimeters in Refs.

[6] and [28]).

Low Temperature Calorimetry

Traditionally, at very low temperatures, the most used

calorimetric method is the adiabatic calorimetry. How-

ever, as the adiabatic nanocalorimetry is difficult to

carry out at low dimension, scientists have developed

new techniques known as dynamic calorimetry tech-

niques, which overcome the problem of heat loss.

There are two main different methods: the relaxation

calorimetry and ac-calorimetry [5]. Relaxation calo-

rimetry overcomes poor insulation in directly measur-

ing the exponential decay of the temperature of

the sample compared to the thermal bath after a pulse

of power. Measuring the thermal conductance

K is necessary to have the heat capacity. On contrary,

ac-calorimetry depends only on the frequency of tem-

perature oscillations to be placed in adiabatic condition

or quasi-adiabatic conditions. The sample temperature

oscillates at a frequency such that no heat loss holds

over one period of oscillation. In this case, it is not

necessary to measure K. These different experimental

techniques suitable for nanocalorimetry are described

below.

Relaxation calorimetry: Relaxation calorimetry is

to apply a heat pulse on the sensitive area of a sensor.

An increase in the temperature of the sample appears;

this increase will be faster than heat leak because the

internal diffusion time is very short. The technique

involves recording the decrease of the temperature

sensor over time:
P0 t� �

T ¼ Tbath þ

K
exp �

t

This decay is exponential and depends on the ratio

between the heat capacity of the sensor with the sample
and the thermal conductance to the bath. The thermal

conductance can be estimated by other means, hence

from the exponential decay the heat capacity can be

deduced. This measurement is usually performed on

a membrane where the thermometer and heater are

lithographed. It is a sensitive method which may

cover a large temperature range [12, 50]. One weak

point of this technique is that the measure is not based

on an oscillating method, and therefore the SNR is

degraded by the presence of thermal drift. This tech-

nique has been applied in some recent cases of specific

heat measurement on very small sensors at low tem-

perature [10, 39].

AC-calorimetry: In ac calorimetry, an input thermal

power PðtÞ ¼ Pdc þ Pac constituted by a dc and a ac

term is supplied to a system connected to a thermal

bath by means of a thermal conductance of known

value [13, 25, 40, 51]. In focusing on the ac term

only, the corresponding oscillating temperature Tac is

measured. At low frequencies the measurement is not

adiabatic or quasi-adiabatic, and at high frequencies

the temperature of the sample is not homogeneous

anymore. This means that the thermal relaxation time

and the thermal diffusion time have to be carefully

taken into account. However, in choosing the appro-

priate frequency range, it is possible to circumvent the

problem of thermal insulation of small objects to be

measured by nanocalorimetry. It remains to design

a calorimetric device with an appropriate working

frequency range. The frequency of the temperature

oscillation has to be faster than the relaxation time to

the heat bath text (adiabatic condition) and slower than
the diffusion time in the sensor tint. Under these cir-

cumstances, the heat capacity of the sample is simply

obtained by the ratio of the ac power on the ac

temperature:
C ¼
ioTac

The measured heat capacity is actually a complex

number with real and imaginary components of differ-

ent physical meaning. These are obtained by means of

the measure of either the amplitude or the phase of the

oscillating temperature. This method is particularly

sensitive because locking-amplifiers with narrow

bandwidth filter can be used for oscillating temperature

recording but also because dc or low frequency thermal



Nanocalorimetry, Fig. 8 Schemes of the 3o method with

the thermal wave in the plane (perpendicular to the transducer)

(a) or along the sample (parallel to the transducer) (b)
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drifts are less important. Heat capacity resolutions

DC/C of the order of 10�5 to 10�4 are currently

obtained while in relaxation calorimetry or other

methods resolutions lay between 10�3 and 10�2.
Thus, ac-calorimetry is a technique particularly

adapted to nanocalorimetry because, on one side it

allows measures on small objects, and on another

side it allows measurement in the nanoJoule/Kelvin

or nanoJoule/picoJoule ranges [16, 32]. Although ac

calorimetry has been developed in the field of low

temperature physics [34]), for few decades it has

been adapted to different temperature ranges in several

domains of research (magnetic films, biological

objects, polymers, etc. . .) where the detection of fine

phase transitions or phase transformations were

researched [17, 18, 46]. More precisely, the record in

sensitivity was obtained in attojoule calorimetry

(10�18 J) which allowed access to complete new phys-

ics [3]. The principal inconvenient of ac-calorimetry is

the useable frequency range limited to no more than

one or two decades when measurement of the dynamic

of the studied system via C(o) is wanted. This disad-
vantage is avoided in another dynamic calorimetric

method called 3o method (Fig. 8).
Other Methods

3o-method. In the 3o method, the thermal power that

generates temperature oscillations in the sample is

provided by the thermometer itself. A current of fre-

quency f passes through the thermometer-like heater

resistance (called the transducer), which produces

a thermal power oscillating at frequency 2f due to

Joule effect. As the transducer temperature varies at

that frequency, this results in a 3f term which contains

all the thermal information of the sample [2, 14]:
dTac ¼ P0

K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðotÞ2

q or dTac ¼ P0ffiffiffiffiffiffiffiffiffiffiffiffiffi
2oCK
p

The two above equations apply depending on the

geometrical design of the sensor. o is the pulsation,

related to the frequency through o ¼ 2pf . At very low
frequency, the amplitude of the temperature oscillation

is only related to the thermal conductance. If the mea-

surement is made as a function of the frequency, the

heat capacity can be extracted through the estimation

of the thermalization time t ¼ C
K .

The purely electrical term oscillating at frequency f,

which is much larger than the 3f component, has gen-

erally to be removed using aWheatstone bridge circuit,

otherwise the quality of the measurement will suffer.

This method, non-adiabatic by principle, was used to

measure the thermal properties of material of very

small thermal diffusivity for which a frequency depen-

dence of the specific heat was expected. It has, for

example, been successfully used to study the fre-

quency-dependent specific heat at the glass transition

of some glass formers over several decades of fre-

quency [2]. Depending on the geometry of the couple

transducer with sample, the thermal effusivity c � k

(product of specific heat by thermal conductivity) is

measured or, upon particular geometrical conditions,

the thermal conductivity k is directly measured at

low frequency (see equations above) [52]. In

nanocalorimetry, this method has been successfully

applied to the measurement of the thermal conductiv-

ity of crystalline silicon wires of nanometric sizes for

which phonon-blocking effects were observed at very

low temperatures [4, 21]. Recent experiments use the

3o method for thermal properties measurement of nl

liquid-like samples [9, 36].



Nanocalorimetry, Table 1 Thermal parameters for various materials from high temperature to very low temperature. The thermal

conductivity is given in W/cm K and the specific heat in J/g K

Si SiN Pure copper Polymer (PTFE) Glass

c k c k c k c k c k

1,000 K 8.2 0.3 4 0.2 0.5 4 NA NA 3 2.10�2

300 K 6.7 1.5 2 0.1 0.3 4 0.9 3 10�3 1 10�2

100 K 2.5 8 1 4.10�2 0.25 5 0.3 2 10�3 0.6 8.10�3

10 K 2.10�3 0.3 10�3 6.10�3 8.10�4 160 0.18 10�3 6.10�3 10�3

1 K 5.10�7 �10�3 �10�6 5.10�4 �10�5 40 �10�3 7.10�5 7.10�6 5.10�4

0.1 K �10�11 NA �10�9 NA �10�6 0.4 NA NA 8.10�8 10�5

Nanocalorimetry, Fig. 9 Example of microfabrication proce-

dure of a suspended membrane of SiN. 1 Spinning of resist

and photolithography, 2 remove the resist, 3 chemical etching

of silicon with KOH, 4 photolithography of the transducer,

5 deposition of the transducer, 6 lift-off
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Unconventional methods: measurement of caloric

curve. In this technique developed for the in-flight

measurement of clusters (hundred of atom), one uses

the photofragmentation of the clusters by a laser beam

to estimate the internal energy U as a function of

temperature. The clusters ions are selected using

a mass spectrometer and thermalized in helium gas.

Then they are irradiated by a laser, the fragments

produced are analyzed by a second mass spectrometer.

Their number depends directly on the inner energy of

each clusters, hence its measurement gives the internal

energy of the cluster. Its derivative C ¼ @U
@T

	 

will give

the heat capacity of the clusters ions (see Refs. [7, 38]).

Melting point and heat capacity of cluster of 140 atoms

or less could be measured using this technique,

a performance never equaled with other techniques.

Others unconventional methods of nano- and micro-

calorimetry exist but are not described in this brief

entry.
Micro- and Nanosensors

It is the need to do thermodynamic measurements on

specific physical or chemical nanosystem that will

determine what type of sensor that must be developed

for nanocalorimetry. Secondly, the choice of the exper-

imental technique (as detailed in the previous section)

will also influence the conception of the sensing part.

Several examples of nanocalorimeter based on micro-

or nanofabrication are shown below where the best

results have been obtained in terms of sensitivity and/

or resolution. Great care must be taken in the choice of

materials along with the geometry of the system (ther-

mometry and heater); it will fully determine the ther-

mal performance of the sensor. Two main parameters

should orient the choice of materials for the sample
holder: small heat capacity and a complete absence of

phase change in the working temperature area to avoid

spurious signal coming from the holder. The geometry

will be chosen to reduce the leak to the heat bath or to

control it through a dedicated thermal link. Thermal

data of the main materials used for manufacturing

sensors are summarized in Table 1. This table will be

fruitfully used during the design of a new sensor

depending of its future working temperature range or

its particular specifications (materials compatibility).

The first attempt to measure the heat capacity

of thin films was done by G.D. Zally et al. [48]. He

built a calorimeter based on a very thin pyrex mem-

brane where thermometer and heater were attached.

Since this attempt, numerous different sensors have

been built in various materials from silicon, silicon

nitride, glass to polymer. Some of them are detailed

below.
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Nanocalorimetry, Fig. 10 Various sensors for isothermal

or biological liquid-sample nanocalorimetric experiments.

(a) Parylene membrane for isothermal chemical and biological

interactions [28], (b) silicon sensor for isothermal chemical and

biological interactions (Photograph courtesy www.xensor.nl,

[42]), (c) silicon nitride sensor for small-volume-liquid calori-

metric detection [20], (d) polyimide membrane for electrostatic-

liquid-mixing calorimetric detection [41], (e) silicon

microfluidic chamber for flow-through isothermal calorimetry

[29], (f) glass microfluidic reaction chamber for flow-through

calorimetry [49], (g) silicon nitride membrane for small-volume-

liquid calorimetric detection [8], (h) micro-posts sustained

polyimide membrane for small-volume-liquid calorimetric

detection [18], (i) silicon nitride suspended sensor for isothermal

detection of living cells [23]
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Silicon, Silicon Nitride, or Diamond Membranes

As mentioned above, the choice of the materials is

given by the specification of the experiment to be

performed. The best material for application in

a wide temperature range (from 40 K to 1,000 K) is,

for sure, silicon nitride (SiN). This amorphous material

is totally inert in that temperature window and can be

easily manipulated. Fabrication of membrane out of

SiN is masterized in all cleanrooms in the world using

chemical etching of silicon by KOH (see the sketch in

Fig. 9). Thermometer and heater can be lithographed

on top, which permits the measurement of thermal
properties. The design of the heat link and the choice

of materials for the transducers will set the perfor-

mance of the calorimeter.

If one wants to apply nanocalorimetry technique at

low or very low temperature, SiN is not the best choice.

As it can be seen in the Table 1, the heat capacity is

high as compared to single crystal silicon. Then the

fabrication of silicon membrane is more appropriate

and should be preferred. Moreover, the structuring of

the membrane will be absolutely necessary to create

a well-defined isotherm. Indeed, the thermal conduc-

tance of silicon (or SiN) is still high below 10 K, and

http://www.xensor.nl
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then a proper thermal isolation lies in suspending

a membrane through isolated arms (see Fig. 2a or b).

In Fig. 10, examples (c), (g), and (i) are silicon mem-

brane for isothermal flow-through or small-volume-

liquid nanocalorimetric measurements.

Polymer Membranes

In nanocalorimetry, thin polymer membranes are also

used to insure good thermal insulation of the measure-

ment area. This type of membrane is mostly used for

medium to high temperatures because of the low ther-

mal conductivity of polymers (see Table 1). At very

low temperatures, they are less attractive because their

heat capacity is very high (see Table 1). To ensure

uniformity of temperature in these sensors, the low

thermal diffusivity of these materials is generally elim-

inated through the deposition of a thin layer of metal

diffusing heat over the entire surface of the sensitive

area (e.g., gold, aluminum, silver). Figures 2d, f and

10a, d, h are examples of polymer membranes for

experiments of ac-nanocalorimetry or isothermal

nanocalorimetry on thin magnetic films, thin polymer

films, and low volumes chemical or biological objects

or reactions. The thickness of these membranes can

range from a few hundreds of nanometers to several

tens of micrometers. The use of micro- and nano-

technologies is obviously necessary to deposit and

lithographically machined sensing elements on the

membrane, as well as a possible step of membrane

design through dry etching techniques (e.g., reactive

ion etching or oxygen plasma).
Conclusion

In that not complete review, various experimental

methods named “nanocalorimetry” have been

presented. It has been shown that it concerns all calo-

rimetric method for which the dimensions of the

objects studied are in the order of magnitude of nano-

meter, or measured energy or power are in the range of

nanojoule or nanowatt. The review has been based on

numerous examples of nanocalorimeters existing in

the literature from low temperature to room tempera-

ture with application in condensed matter, chemistry,

biophysics, or biology in general. The aspect of micro-

and nanofabrication, essential for the achievement of

nanocalorimetric devices, has been emphasized as well

as the importance of sensitive instrumentation,
electronic conditioning, and the choice of materials

for the thermal detectors.

Calorimetry is by essence a universal method of

measurement, covering by this way a wide spectrum

of different researches. The emergence of

nanocalorimetry in recent decades has allowed the

exploration of new and original fields of research.

With the evolution of modern micro- and

nanofabrication technologies, many new develop-

ments will appear especially toward more sensitive

sensor especially in biophysics. Significant room for

improvement still exists in many areas of nanoscience,

which makes nanocalorimetry quite an open subject of

research.
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Synonyms

Nanofluidic Channels; Nanopores; Nanoslits
Definition

Nanochannels or nanoslits are defined as channels with

at least one physical dimension equal to or less than

100 nm. The term has, however, been loosely applied

to cover channels with a critical dimension as large as

500 nm. Nanopore is a term sometimes used inter-

changeably with nanochannels. Here, nanochannels

refer to channels where fluid flow is on the surface of

the substrate, while nanopores are referred to as chan-

nels where flow is through the substrate. Another

important concept in the field of nanochannels is 1D

and 2D nanochannels. A 1D nanochannel can be clas-

sified as a channel with both physical dimensions in the

nanometer regime, while a 2D nanochannel is defined

as one with only one dimension in the nanometer

range. These terms, however, have been used inter-

changeably by some researchers leading to confusion.

A better parameter is aspect ratio, that is, the ratio

between the height and width or between the diameter

and length (e.g., in case of nanotubes). A ratio of more

than 100 would represent a high aspect ratio.

Nanofluidics refers to study and manipulation of fluid

flow in nanochannels. This is the area where

nanochannels are finding most promising applications

and the following discussion will only focus on appli-

cations of nanochannels to nanofluidic technologies.
Overview

Nanochannels are defined as channels that have at least

one physical dimension that is less than or equal to

100 nm. The area of research that deals with the behav-

ior of fluids, particularly ionic fluids in nanochannels is

called nanofluidics. While nanofluidic encompasses

analysis of liquid, gas, or super critical fluid in

nanochannels, it is the study of ionic liquids and

charged particles in nanochannels that has generated

the most interest. This is because of the unique nano-

scale electrostatic interactions, entropy, electrodynam-

ics, and steric phenomenon observed in nanochannels

that are not observed in microchannels [1]. In

nanochannels, the Debye screening length that

defines the extent to which surface charge of the

nanochannel walls interacts with the bulk fluid is

now comparable to the critical dimension of the

nanochannel [2]. This proximity allows the wall sur-

face charge to interact with charged particles such as

http://dx.doi.org/10.1007/978-90-481-9751-4_415
http://dx.doi.org/10.1007/978-90-481-9751-4_415
http://dx.doi.org/10.1007/978-90-481-9751-4_100499
http://dx.doi.org/10.1007/978-90-481-9751-4_100538
http://dx.doi.org/10.1007/978-90-481-9751-4_100558
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ion, proteins, or DNA in fluid inside the nanochannel,

and surface charge effects can no longer be ignored as

is the case in microfluidics. The dominance of ionic

interactions leads to unique transport phenomenon

caused by complex electrical double layer-electrical

double layer (EDL-EDL) interactions, dominant

streaming potentials, and particle/biomolecule-EDL

interactions [1].

This behavior of fluids in nanochannels is now

being exploited for applications targeting biomolecule

separation and detection. Some of the techniques used

include co-ion exclusion. Here the concentration of co-
ions is highly depleted in the nanochannel compared to

the bulk solution. Electrokinetic flow causes other

interesting phenomenon like concentration polariza-
tion where ions of opposing charges are concentrated

at the anode and cathode [3]. Using this approach DNA

was shown to be depleted at one end and concentrated

at the other end of a nanochannel. These features of

nanofluidics have led to extensive fundamental studies

and they are now being exploited for biological appli-

cations [1]. Biosensing using nanofluidics is beneficial

because the small length scales and electrostatic inter-

actions can be leveraged for facile separation of

biomolecules, increasing the speed and sensitivity of

bioassays. Many applications have targeted DNA

separation, concentration, and detection.

Nanochannels are also relevant to cellular organ-

isms. Every living cell is host to a broad collection of

nanochannels that traverse the cell membrane and take

part in active transport of ions and key nutrients. The

most important ones are ion channels; they are central

to balancing the intra- and extracellular concentrations

of the physiological ions Na+, K+, Ca2+, and Cl� [4]

maintaining the cell membrane potential. Also impor-

tant are aquaporins that nonselectively transport water,

ions, and metabolites through the cell. These naturally

occurring macromolecular protein-based nanochannels

play other significant roles including cell signaling

and are the target of many therapeutic drugs. It is no

coincidence that the first attempts at nanochannel

synthesis involved the naturally occurring protein

nanopore – a-hemolysin, a 10-nm long and 1.4-nm

internal diameter protein that was involved in lipid

bilayer membrane. The setup was used to study DNA

translocation through the nanopore in the presence of an

electric field, and was promoted as an extremely sensi-

tive single molecule detector. Since then many efforts

have focused on fabricating nanopores as small as 2 nm
that can be employed for unique applications in single

molecule detection and DNA sequencing.

Nanofabrication is a key enabler of nanofluidic

research and like microfluidics, the area of

nanochannel fabrication has greatly benefitted from

the rich knowledge in silicon processing available

from the microelectronics industry. Silicon and silicon

oxide are, therefore, the most commonly used sub-

strates for nanochannel fabrication. Recently, other

cheaper materials such as polydimethylsiloxane

(PDMS) and polymethylmethacrylate (PMMA) are

becoming popular alternatives for creating

nanochannels.

Nanochannels can be fabricated using either top-

down approach or bottom-up approach. The top-down

approach involves selective deposition and removal of

material from substrates generally using classical

nanofabrication methods such as photolithography,

wet and dry etching, and substrate bonding. This is

currently the dominant approach and complex features

can be fabricated with relative ease. The equipment

and protocols used for top-down fabrication are how-

ever expensive, which can drive up the cost of

nanochannel devices substantially. In the bottom-up

approach, nanochannels are either created through

self-assembly or through electrochemical treatment

of a suitable substrate such as alumina. This approach

can be more affordable and a large array of

nanochannels can be created very easily, though spa-

tial control is difficult. Therefore, it is not easy to

fabricate complicated geometries and interfacing

with the macro-world might also be a challenge.

Historical Perspective

In 1939, bacterial gramicidin, a naturally occurring

antibiotic and a nanochannel were isolated by Rene

Dubos. The nAChR ion channel was the first naturally

occurring ion channel to be isolated. In 1996,

a-hemolysin was incorporated into a lipid bilayer and

in a first, the possibility of using nanochannels for

performing a practical application – DNA sequencing

was demonstrated [5]. Fabrication of tunable

nanopores in SiO2 and SiN with minimum dimensions

�1.8 nm using ion beam sculpting was first reported by

Golovchenko and colleagues at Harvard in 2001.

Dekker’s group at Delft demonstrated the patterning

of 20-nm diameter pores in Si, SiO2, and SiN with

electron beam lithography (EBL) and then shrinkage

of these pores under tunneling electron microscope
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(TEM). Nanoimprint lithography was developed in

1996 by Chou and colleagues [6] and in 1997, Stern

et al. [2] demonstrated the fabrication of 50-nm high

nanochannels by etching a buried interfacial amor-

phous silicon sacrificial layer.
Basic Methodology and Key Findings

Fabricating Nanochannels with the Top-Down

Approach

Generally the top-down techniques used for fabricat-

ing nanochannels employ fabrication protocols

borrowed from the microelectronics industry. These

include photolithography, physical deposition, and

wet and dry etching, to name a few.

Photolithography

The simplest andmost convenientmethod of fabricating

nanochannels is through conventional UV photolithog-

raphy. A UV-sensitive photopolymer or photoresist is

spun coat on silicon, SiO2, glass, or other appropriate

substrate and then exposed to a UV light source through

a glass mask. This mask has the nanochannel pattern

defined in it. The pattern can also be exposed serially

using a UV laser writer. The photopolymer is developed

in a chemical developer that removes the unexposed or

exposed resist (depending on the resist tone) and trans-

fers the pattern in the photoresist. This is followed with

a wet or dry etching step that etches the channel in the

substrate. The resolution of conventional UV photoli-

thography used in academia is generally in the micron

range (1–3 mm). With advanced photolithography tech-

niques using deep UV, extreme UV light source, or X-

rays and expensive diamond masks, resolution below

100 nm can be obtained. These instruments and tech-

niques are, however, very expensive and not readily

available in the academia. Therefore, fabrication of

nanochannels by photolithography is generally

achieved by controlling the etch depth. Nanochannels

fabricated using conventional photolithography are,

therefore, 2D nanochannels. The channels are closed

by bonding silicon, glass, or PDMS cover on the sub-

strate. High aspect ratio nanochannels with depth as

small as 2 nm have been fabricatedwith thismethod [7].

Electron Beam Lithography (EBL)

In EBL, a high-powered electron beam is used to

transfer the pattern into an appropriate e-beam-
sensitive resist. This is a maskless process as the pat-

tern is directly written into the resist with the e-beam.

The most commonly used e-beam resist is polymethyl-

methacrylate (PMMA), but nowmore advanced resists

such as ZEP and Hydrogen Silsequioxane (HSQ) that

provide better resolution are becoming increasingly

popular. Beam diameter smaller than 10 nm are possi-

ble; so theoretically line widths of that order can be

directly patterned onto the e-beam resist. Practically

however, this is a tough task as inelastic scattering

often causes over exposure of the resist. Also at very

small dimensions over development of the resist is

always a concern. This can be overcome using cold

development processes at sub-zero temperatures [8].

The patterns can then be transferred in the underlying

substrate (Si, glass etc.) with a wet or dry etching

process. EBL combined with RIE has also been used

to fabricate nanopores that have diameters in the tens

of nanometers in Si, SiO2, and Si2N3 membranes. In an

interesting discovery made by Dekker’s group [9],

exposure of nanopores formed in silicon membranes

to high-energy electron beams was found to fluidize

the silicon and cause shrinkage of the nanopores.

Switching the beam off quenches the shrinkage pro-

cess and the new reduced diameter pore retains its

shape. Using this method single-nanometer size pores

were fabricated successfully. The central advantage of

EBL is the higher degree of control and the possibility

of obtaining channels with varying widths in the nano-

meter regime. The key drawback of EBL is that due to

its serial patterning nature, it is a slow technique and

thus throughput is very low. It also requires highly

trained staff and is relatively expensive.

Ion Beam Lithography (IBL)

Similar to EBL, Ion Beam Lithography is a serial pat-

terning technique that uses a focused beam of ions such

as protons, or heavy ions such as gallium, to directly

write the pattern. The heavier ions scatter less and

therefore, IBL is assumed to yield better resolution

compared to EBL. It can be used for directly etching

and fabricating nanochannels in substrates like silicon

and glass without the need of a photoresist, a major

advantage over EBL. Nanochannels down to 20 nm

were directly milled with IBL in silicon and glass, and

proton beams were also used to fabricate nanochannels

in polymers such as PMMA. Nanopores in silicon

oxide and silicon nitride membranes as small as 5 nm

have been reported with IBL [10]. This technique,
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Nanochannel patterning using

photolithography; (a)

Photoresist spun coat on the

nanochannel substrate and

exposed to UV light through

a photomask that has the

nanochannel pattern defined in

it. After development of the

photoresist (b) the substrate is

etched with RIE to the desired

nm depth. A second substrate

is bonded on this substrate to

close the nanochannel. (B)

Nanochannel definition with

EBL; (a) An electron beam is

used to directly write the

nanochannel pattern on an

e-beam-sensitive resist spun

coat on the substrate. After

photoresist development (b)

RIE is used to etch

nanochannels in the substrate.

(C) With IBL an ion beam is

used to directly etch the

pattern in an appropriate

substrate
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however, suffers from the same drawbacks as EBL – it

has very low throughput, requires highly skilled

researchers for operation, and is expensive. The doping

of the substrate with the heavy metal ions is also

a concern (Fig. 1).

Sacrificial Technique

In sacrificial techniques, an intermediate sacrificial

layer is generally used between the two substrates

that will be bonded to form the nanochannels. A less

than 100 nm thick layer of a sacrificial material in the

pattern of the nanochannel is first deposited on the

nanochannel substrate in the desired thickness. This

thickness later defines the depth of the nanochannel.

For this reason it is important that a sacrificial material

is chosen that can be deposited at a thickness below

100 nm with high uniformity. Commonly used
sacrificial materials include amorphous silicon,

polysilicon, and even metals such as chromium and

gold. The deposited sacrificial layer is first patterned

generally using photolithography and dry or wet etch-

ing into the desired nanochannel shape. The second

nanochannel substrate is then bonded with the sub-

strate that was patterned with the sacrificial layer.

The two substrates bond only in places where they

come in direct contact with each other and do not

bond with the sacrificial layer. In another variation,

a structural layer can also be deposited on the sacrifi-

cial layer. The sacrificial layer is now wet etched in an

appropriate etchant that selectively etches the sacrifi-

cial layer, but does not or minimally affects the sub-

strates, leaving behind nanochannels. Using this

approach it is possible to make high aspect ratio

channels, and nanochannels that were 20-nm deep,
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0.5–200-mm wide and up to 4-mm long were reported

[2]. Since wet etching of the channels is solely based

on diffusion inside the channel, this is a slow approach.

It can take a couple of days to etch through the entire

sacrificial layer. Also because selectivity of etchant

toward sacrificial layer versus the substrate is not

always 100%, tapering is often observed in

nanochannels fabricated using this technique.

Nanomolding Techniques

Micromolding of polymer elastomeric materials pro-

vides a cheap and easy way for rapid prototyping of

devices and therefore occupies widespread popularity

in the microfluidics arena. Polydimethylsiloxane

(PDMS) is by far the most popular material used for

micromolding of fluidic channels because it can retain

the features of the mold with up to 99% accuracy.

Nanochannel fabrication in elastomeric materials is

much more difficult mainly because at nanometer

dimensions, they tend to deform and collapse [6].

This inhibits direct molding of nanochannels in

PDMS using molds of the nanochannels. If designed

properly, however, this deformation and collapse can

actually be used for fabricating nanochannels. One

method is crack-induced generation of nanochannels

in PDMS. When a slab of PDMS is surface oxidized,

for example, in an oxygen plasma, the surface hardens

creating an elastic modulus mismatch between the

surface and the bulk PDMS. Application of a uniaxial

tensile force generates cracks in the slab forming tri-

angular nanochannels. The nanochannels can be sealed

by oxygen plasma bonding with another PDMS slab,

glass, silicon or by using this slab as a mold for trans-

ferring the nanochannel pattern into another PDMS

layer. Nanochannels with heights of 80 nm have been

fabricated with this technique. In an alternative

approach, thinner and thicker PDMS slabs that have

both been surface oxidized in oxygen plasma are

bonded together and a uniaxial tensile force is applied.

This causes crack generation at the weak oxidized

bonding interface producing diamond-shaped

nanochannels. In both these cases, tuning of the tensile

force controls the depth of the nanochannels. In

a similar approach called wrinkle nanochannels

(WNC), a stretched slab of PDMS is exposed to an

oxygen plasma or UV light source and then relaxed.

This creates wrinkle patterns along the PDMS surface.

The wavelength of this sinusoidal wave pattern is

controlled by the difference in elastic moduli of the
PDMS slab and the substrate on which it is bonded,

while the amplitude depends on the applied strain.

With this technique nanoslits with widths and heights

in the tens of nanometers have been fabricated.

Other researchers have used the inherent elasticity

of PDMS that allows it to deform around structures to

fabricate nanochannels. In the first method, shallow

beams were fabricated on a silicon substrate using

reactive ion etching (RIE). A thin film of oxygen

plasma–treated PDMS is bonded on this silicon sub-

strate. The PDMS film deforms in the crevices of the

substrate in a wave like pattern and bonds to the top of

the beams and part of the base of the crevice.

Nanosized gaps at the edge of the beams and the

point where PDMS bonds at the base of the crevice

result in the formation of nanochannels. In a similar

technique called roof collapse technique, precision

steps with strictly controlled height-to-width ratio of

0.2 were fabricated [6]. These are then used to mold

microchannels in PDMS. When this PDMS slab is

bonded to a substrate, the roof of the microchannel

collapses. While the bulk of the channel is sealed

nanoslits still remain open at the edges of the

microchannels. With this technique nanochannels

with heights as small as 60 nm have been fabricated.

This technique is particularly applicable for creating

variously shaped nanochannels.

Unlike elastomers, thermoplastics such as poly

(methyl methacrylate) (PMMA), cyclic olefin co(poly-

mer) (COC), and poly(ethylene terephthalate) (PET)

deform negligibly and can retain their shape on direct

imprinting with nanoscale features. This is the princi-

ple behind nano imprint lithography (NIL) pioneered

by Chou et al. [11, 17]. A nanomold or template is first

created generally using EBL followed by RIE in sili-

con or glass, or by direct writing using focused ion

beam (FIB). A thermoplastic resist is spin coated on

another substrate such as silicon and heated above its

glass transition temperature (Tg). The template is now

pressed on the spun coat thermoplastic under vacuum

and the thermoplastic is allowed to cure. The template

is released and a short RIE is performed to remove the

residual thermoplastic leaving the nanochannel pat-

terns embossed in it. The thermoplastic can itself be

used as the material for the nanochannels or the ther-

moplastic can be used as a mask for etching the under-

lying substrate with RIE. With this technique 20-nm

deep nanochannels that are centimeters in length were

fabricated for nanofluidic applications. In a similar
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Fig. 2 (A) Nanochannel patterning with sacrificial technique;

(a) An appropriate sacrificial material is deposited on a substrate

and the nanochannel pattern defined with photolithography (b).

Then either a second substrate is directly bonded on top of this

substrate or another structural material is deposited (c). The

sacrificial material is then etched leaving the nanochannels. (B)

A thermoplastic (1a) or a photosensitive (2a) polymer is spun

coat on a substrate and embossed with a mold of the

nanochannels. The polymer is then applied to heat and pressure

(1b) or UV light (2b) curing the polymer. The mold is removed

(1c, 2c) leaving the nanochannels defined in the polymer
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technique called step and flash imprint lithography

(SFIL), a UV curable polymer is spun coat on an

appropriate substrate. A template of the nanochannel

pattern is fabricated in a transparent substrate as

discussed before and pressed on the photoresist. The

photoresist is exposed to UV light through the trans-

parent template curing it and embossing the pattern in

it. The template is removed and a short RIE step is

performed to remove the residual photoresist layer.

Another embossing technique is called reversal

imprint. Here, a liquid polymer or prepolymer is spin

coated directly on the template that is previously sur-

face treated with fluorosilanes or other adhesion inhib-

itors. The template with liquid polymer is now

transferred on another substrate and hardened. The

template is removed such that the hardened polymer

is left on the substrate. In a novel technique, silica

nanowires were used as the nanochannel template.

Silica nanowires, produced by tapering single-mode

optical fibers in an alcohol flame [6], were positioned

on a glass substrate using a scanning tunneling micro-

scope (STM). The nanowire was hot embossed in

a polycarbonate substrate and then etched away with

hydrofluoric acid yielding the nanochannel in
polycarbonate. The polycarbonate nanochannel was

closed with PDMS. The need for STM position

makes this technique very slow. Also this nanowire

molding is confined to straight nanochannels.

The greatest advantage of nanomolding techniques

is that they can yield high throughput and are relatively

inexpensive. Particularly, NIL is very popular since

equipment and materials for nanomolding using this

technique are now available commercially through

NanoNex®. The real expensive part in nanomolding

techniques is the template that still has to be fabricated

with EBL or FIB, but once the mold is machined it can

be reused to imprint multiple devices (Fig. 2).

Miscellaneous Top-Down Techniques

Edge Lithography takes the advantage of asymmetry at

the edge of a structure to fabricate nanochannels. In

one example, polysilicon was deposited at the edge of

a step on SiO2 film. This was followed with anisotropic

etching of polysilicon and the SiO2 film such that the

thickness of the polysilicon is converted into the width

of the nanochannel. In another example, a 10-nm thick

SiO2 film was deposited on a Si2N3 substrate and then

further coated with another Si2N3 masking layer. With
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controlled under etching 20 nm high and 200 nm wide

nanochannels were fabricated. Phase shift lithography

(PSL) is also considered as an edge lithography tech-

nique [2] that uses phase-shift photomasks to beat the

diffraction limit of UV light. These are transparent

masks that include trenches with depth d ¼ l
[2(n�1)] where l is the wavelength of light and n is

an integer. The phase shift in light caused by the

trenches result in destructive interference, and inter-

ference patterns that are below 100 nm resolution

down to 30 nm have been reported with this technique.

Interference lithography (IL) is another interference

pattern–based lithography technique. Here, the photo-

resist is exposed to the interference pattern produced

by two coherent laser beams whose fringe period is

given by T ¼ (l/2) sin (y/2) where y is the angle

between the two light waves. IL is difficult and the

setup to produce the interference patterns is complex

but it can yield a dense array of nanochannels at a high

rate without a mask. There is, however, limited flexi-

bility in the number of shapes that can be patterned

with this technique.

A novel technique was demonstrated by Han’s

group using junction gap breakdown to fabricate

nanogap nanochannels in PDMS [12]. Two chevron-

shaped microchannels were fabricated on either side of

a horizontal microchannel such that there was a 40 mm
gap between the tip of the chevron channels and the

central horizontal channel. The channels were filled

with an ionic buffer and a high voltage was applied

with the horizontal channel as the anode while the

chevron channels as cathode. This caused a junction

gap breakdown at the tip of the chevron channels

resulting in nanogap nanochannels. Pulling optical

fibers and capillaries that are heated above their glass

transition temperature can also be used to fabricate

nanochannels. Co-axial fibers that were a mixture of

silica sol–gel and motor oil were extruded to yield

silica nanochannels with an inner diameter of 20 nm

after annealing and removal of the oil. Only vertical

nanochannels shaped like venturies can be fabricated

with this technique (Fig. 3).

Atomic Force Microscopy (AFM) Nanolithography

has also been used to create nanoscale features and

depressions on substrates. Using high aspect ratio Si

tips 80-nm wide and 30-nm deep channels were fabri-

cated in PMMA [6]. AFM nanolithography like EBL

and FIB is a serial technique and is in fact even more

tedious and slower than the beam-based techniques.
While throughput can be increased using multiple

probe tips such as on Dip Pen Nanolithography sys-

tems available from NanoInk®, limitations in scan area

and the collateral damage around the indentation site

reduce the practicality of this technique.

An attractive method of fabricating nanochannels is

the fabrication of microchannels in a substrate

followed by anisotropic deposition of another material.

Controlled deposition converts the microchannel to

a nanochannel. Using this approach parylene was

deposited in microchannels etched in silicon. The

parylene deposited preferentially at the top of the

channel compared to the base. This caused the channel

to close at top forming parylene nanotubes.

As parylene is biocompatible these nanotubes can

find biomedical applications such as in implants or as

synthetic arteries or veins. A layer-by-layer polyelec-

trolyte multilayer deposition approach and

non-conformal deposition was also used to convert

microchannels to nanochannels [13]. Microchannels

1 mm wide and 15 mm deep were fabricated in

silicon with photolithography and deep RIE.

Plasma Enhanced Chemical Vapor Deposition

(PECVD) was then used to deposit silica on the

device. The silica deposited preferentially on the

top of the channels reducing its width at that

location. Next conformal Low Pressure Chemical

Vapor Deposition (LPCVD) of polysilicon was depos-

ited that closed the microchannel at the top. After

thermal oxidation to reduce the channel width to the

desired level, layer-by-layer deposition of polyelectro-

lyte films was performed to reduce the channel width

to 200 nm.
Bottom-Up Nanochannel Fabrication Techniques

Bottom-up fabrication of nanochannels involves pro-

cesses where nanochannels are created electrochemi-

cally, through controlled atomic synthesis and

assembly of synthetic nanochannels/nanopores and

through self-assembly of polymers or naturally occur-

ring nanochannels.

Electrochemical Synthesis

Thin sheets of aluminum can be anodized in acid

solutions such as oxalic acid, sulfuric acid, or phos-

phoric acid with application of voltage/voltage cycles

to produce aluminum oxide nanochannel arrays. These

alumina nanochannel arrays called anodic aluminum
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application of a tensile force to

create these nanochannels.
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can also be formed in PDMS

using deformation around

pillars patterned in a substrate

(C) or collapsing of the roof

(D) of a PDMS microchannel

that yields nanochannels at the

bottom corners of the pillar
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oxide (AAO) or porous anodic alumina (PAA) have

been around for a long time and are primarily used as

nanofilters. Recently interest in using AAO as

nanotemplates for ordered carbon nanotube (CNT) or

nanowire growth and in nanofluidic applications has

grown considerably. The anodization process involved

the growth of an initial oxide layer on the surface of the

aluminum film. Oxygen molecules then penetrate and

oxidize the aluminum only at sites that provide low

electrical resistance. The oxide dissolves in the acid

resulting in pore nucleation and growth at these sites.

The applied electrical field causes the pores to pene-

trate perpendicular to the aluminum surface until they

traverse the entire alumina film. The pore radius,

lengths, and densities can easily be tuned by control-

ling the number of the anodization voltage cycles and

the applied voltage [14]. NIL was also used to produce

dimples on the aluminum film that act as anodization

nucleation sites [2].
Nanotubes: Carbon Nanotubes and Nanowires

With advances in physical vapor deposition techniques

and catalysis it is now possible to synthesize nanotubes

and nanowires with excellent control. Among these,

carbon nanotubes (CNTs) have enjoyed great atten-

tion. CNTs are rolls of graphene, an atomic layer of

carbon arranged in classic honey comb pattern. They

can be single-walled (SWCNTs) and multi-walled

(MWCNTs) and can have diameters from a couple of

nanometers to hundreds of nanometers. They have

excellent mechanical and electrical properties (tensile

strength in the GPa range) and can be conducting or

semi-conducting. They can easily be functionalized

with biomolecules, leading to their vast use in bio-

applications. CNTs can be synthesized using arc dis-

charge, laser ablation, and chemical vapor deposition

(CVD and MOCVD) methods. In the arc-discharge

process, carbon atoms are vaporized in helium plasma

ignited by an electric arc produced by applying high



N 1512 Nanochannels for Nanofluidics: Fabrication Aspects
currents between a carbon anode and cathode. This

process produces MWCNTs. To produce SWCNTs

a metal catalyst such as iron or cobalt is added to the

system. Laser ablation is similar to arc discharge, that

is, it involves evaporation of a carbon target but now

high-intensity laser pulses are employed for ablation.

The process is generally performed in a tube furnace

heated to 1,200�C. The furnace is flushed with an inert
gas that blows the synthesized CNTs downstream

where they are collected. The CVD process involves

synthesis of CNTs by the decomposition of

a hydrocarbon such as acetylene in the presence of an

appropriate catalyst. After nanotube synthesis the reac-

tor is cooled down and the CNTs collected. By con-

trolling the temperature and pressure inside the reactor,

careful selection of precursor hydrocarbon and catalyst

SWCNTs and MWCNTs can be produced in the same

reactor. The CVD process is particularly advantageous

for growing ordered arrays of CNTs on substrates that

have been appropriately seeded with a catalyst. An

MOCVD process was used to fabricate CNT array in

a PAA template that has found applications in CNT

transistors and as a glucose biosensor [14]. While

CNTs are readymade nanopores, their application is

tricky mainly because of integration with the macro-

world. CNT nanopores were fabricated in by trapping

CNTs with dielectrophoresis and then spin coating

SU-8 on top of it that is patterned to produce fluidic

reservoirs.

Nanowires can also be used as templates for the

fabrication of nanochannels. Nanowires can be synthe-

sized using various techniques such as electroplating

(for metallic nanowires), chemical vapor deposition,

vapor–liquid–solid method, etc. Bottom-up fabrication

of SiO2 nanochannels was demonstrated with Si

nanowires. The Si nanowires were surface oxidized

via a timed oxidation process such that the core was

still Si. Isotropic etching of the Si core was performed

with XeF2 gas that yielded SiO2 nanochannels with

hollow cores.

Block Copolymers

Block copolymers are soft materials that are composed

of two or more immiscible macromolecules. These

macromolecules can self-assemble into nanoscopic

arrangements with each macromolecule comprising

the block polymer maintaining its original properties

[15]. Block copolymers can be used to form

nanoporous membranes that have ordered nanopores.
Polystyrene-block-PDMS (PS-PDMS) was spin coated

on a silicon substrate. The block copolymer self-

assembled to form�16 nm diameter vertical cylinders

of PS arranged uniformly at a pitch of �23 nm in

a PDMS block. Exposure to oxygen plasma etched

the PS leaving nanopores in the unetched PDMS. The

PDMS was later used as a mask for etching the under-

lying substrate. More recently efforts are being made

to arrange long channel like arrays of block copoly-

mers. One of the block copolymer phases can then be

selectively etched to form long nanochannels.

Misalignment over long distances limits the maximum

feature length.

Self-assembly of Naturally Occurring Nanochannels

Naturally occurring protein nanochannels are present

in the cell phospholipid bilayer and the intracellular

membranes of all eukaryotic and prokaryotic cells.

They perform critical cellular functions from

maintaining the ion balance, transport of metabolites

to cell signaling, communication, and balancing

osmotic pressure. Particularly important are ion chan-

nels that are also the target of therapeutics. Efforts have

been directed toward isolating ion channels and using

them as nanochannels for other applications. Porin

MspA, a 3.1 nm internal diameter Mycobacterium

smegmatis channel protein selective for hydrophobic

nutrients, was self-assembled inside highly ordered

pyrolytic graphite using hydrophobic interactions 16].

In another approach 1.4–4.6 nm nanopores were fabri-

cated by self-assembly of a-hemolysin monomers in

a lipid bilayer. Thus far demonstrations of self-

assembled isolated naturally occurring nanochannels

or their monomers are limited and practical applica-

tions are nonexistent. This is mainly because of diffi-

culty of integrating such nanochannels with complex

nanofluidic devices. Nonetheless, this represents

a very interesting area of research and applications

are expected to grow as better ways of integrating the

top-down and bottom-up approaches are developed.
Future Directions

Nanofluidics is a frontier area of science today, and

ease and affordability of nanofabrication can be key

attributes to the broader embrace of the technology.

Nanochannel fabrication on substrates like silicon and

glass has its advantages such as high fidelity, but
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fabrication in such cases can suffer from high fabrica-

tion costs and low throughput. Advances in polymer-

based nanofabrication can offset some of these disad-

vantages. However, polymer-based fabrication tech-

niques can suffer from the inherent lack of

mechanical rigidity of the material, leading to defor-

mation issues. As advances in nanofabrication are

made, the quest for customized surface modification

of channel walls and integration of various compo-

nents into nanochannels will also increase.
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Synonyms

Nanotechnology in dental medicine
Definition

Nanodentistry is defined as the science and technology

of diagnosing, treating, and preventing oral and dental

diseases, relieving pain, and of preserving and improv-

ing dental health, applying materials structured on the

nanometer scale [1]. The nanotechnology considers

nanostructures between 1 and 100 nm exhibiting

properties and functionalities that fundamentally differ

from that of other length scales, as the surface of the

nanostructures dominates the material properties

usually given by the bulk. The nanomaterials are not

only promised to improve the properties and function-

alities of dental products but also to lead to the devel-

opment of innovative, novel products for the benefit of

patients. In particular, nanomaterials have been part

of engineered products, such as implants, dental and

surgical instruments, dental care wares, as well as

diagnostics tools.
Overview

The cover story of R. A. Freitas Jr. in the Journal of the

American Dental Association more than a decade ago

[2] introduced the term nanodentistry to a larger com-

munity. He developed visions effectively using dental

nanorobots for orthodontic realignments, for dentition

regeneration procedures and, finally, oral health main-

tenance. He already elucidated the increasing influence

of nanomaterials and the importance of tissue engi-

neering. It has been pointed out that properly config-

ured dentifrobots will recognize and subsequently

destroy pathogenic bacteria residing in the plaque

and elsewhere.
Although most of Freitas’ ideas are still science

fiction, today many applications of nanometer-scale

components are known in the field of dentistry, which

include nanoparticles in sensitive toothpastes,

nanostructured surfaces of dental implants to improve

osseointegration, and to reduce inflammatory reactions

of different kinds of drugs (cp. Fig. 1). Further

applications still on the research stage are classified

into nanoimaging to reveal the nanometer-sized

features in human tissues and man-made implants

or nanosensors to quantify physical, chemical, or

biological parameters within the oral cavity.

Dental materials are ceramics, metals, and polymers

or any combination (cp. Fig. 2). Applying the

knowledge and experience of nanotechnology to solve

problems in the field of dental medicine, nanometer-

sized patterns have been created on surfaces of implants

and surgical instruments and incorporated into the bulk

of the dental materials to accomplish the dedicated

functionality. Nanostructures can improve the biocom-

patibility of dental implants or carry drugs toward the

target within the oral cavity. Reactive nanostructures are

going to emerge in diagnosis, monitoring, and therapy

to enhance the patient treatments. Diverse activities

augment the basic research of bio-nano-materials.

Scanning probe microscopy techniques, for instance,

enable us to morphologically and spectroscopically

analyze hard and soft tissues to understand the

structure–function relationship on the nanometer scale.

Sophisticated mathematical simulations allow tailoring

the material properties by the combination of

nanometer-sized components. The outcome also

predicts the tissue response and the self-organization at

the implant–biosystem interfaces down to themolecular

scale. Highly advanced in vivo measurements support

cell biologists to determine the cell behavior with

http://dx.doi.org/10.1007/978-90-481-9751-4_100569
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respect to proliferation, differentiation, andmetabolism,

especially at the interface between the dental material

and the surrounding tissues. For this target,

high-resolution imaging facilities have become more

and more vital to quantify the different kinds of

nanostructures with the desired precision.
Surface charges Conductivity

Nanodentistry, Fig. 3 Several parameters allow tailoring the

biocompatibility of dental implants
Biocompatibility

Biocompatibility cannot be simply described as

a specific property of the selected biomaterial, as well

known from mechanical quantities such as Young’s

modulus. It is a peculiar term and defined as “. . . the
ability of a material to perform with an appropriate

host response in a specific application.” [3].

This means it not only depends on the material itself

but also from the location within the human body

where the material is to be placed. Consequently, bio-

compatibility is not only related to intrinsic material

properties. Its classification relies on standards (mainly

ISO 10993 [4]). Therefore, the regular updates of these

standards may change the status of a material

concerning biocompatibility. Natural scientists and

engineers are often not familiar with such a practice

and, hence, usually terminate their work on such

research areas.

The encouraging argument, however, correlates to

the experimental observations that biocompatibility of
implants can be intentionally manipulated to optimize

the clinical outcome. Figure 3 illustrates how some

selected phenomena can influence the biocompatibil-

ity. For a dental titanium implant, for example, the

surface is made rough down to the molecular level by

sandblasting and etching procedures to ensure

osseointegration and to reduce the inflammatory

reactions [5]. Surface morphology can offer certain

angles for dedicated protein absorption and activity.

In addition, the surface chemistry is commonly

tailored concerning oxide thickness, stoichiometry,

and normally functionalized to obtain a hydrophilic

surface. Further relevant factors are particle and ion

release, surface charges, electrical conductivity, and

anisotropies as present on patterned surface micro-

and nanostructures. The measurement of the surface

roughness on real implants is more than challenging,



 Biomimetic 
 reconstruction

Surface engineered
dental implant

Enamel

a b

N 1516 Nanodentistry
since there is no single parameter and no single

experimental setup, which allow simultaneously deter-

mining roughness on the micro- and nanometer scales.
Bone augmentation Re-mineralization
with nanoparticles

Dentin
filling

filling

c d

Nanodentistry, Fig. 4 Applications of nanotechnology in den-

tistry with growing potential
Key Research Findings

Figure 4 shows representative applications of

nanotechnology in dental medicine. The fillers

of reconstruction materials, the surfaces of dental

implants, the different kinds of bone-augmentation

ceramics and glass ceramics, as well as the

re-mineralization of hard tissues by means of

nanoparticles exploit nanotechnology by now and

possess enormous growing potential. Nature-analogue,

anisotropic restorations will replace today’s dental

filling and inlay materials as well as artificial

teeth [6]. Researchers are still searching how the

anisotropy can be introduced to obtain nanostructures

similar to the ones present in healthy human teeth.

It belongs to the key impacts to realize that the

ceramic components in dentin are orthogonally ori-

ented to the nanostructures of the same size in enamel

(see Fig. 5). This finding well observable in scanning

small-angle X-ray scattering could explain why the

dentin-enamel junction acts as an effective crack bar-

rier. Small-angle X-ray scattering in scanning mode, as

performed at the cSAXS beamline (Swiss Light

Source, Paul Scherrer Institut, Switzerland) allows

uncovering the mean orientation, abundance, and

anisotropy of nanometer-sized components in human

tissues over macroscopic areas [7]. It is in general

difficult to isolate the contribution of specific compo-

nents to the scattering signal, see chapter “Imaging the

human body down to the molecular level.” The colla-

gen in human dentin, however, yields a characteristic

signal related to its 67 nm-wide periodicity. Due to the

sensitivity of scattering data to periodic structures, it is

possible to extract a signal unequivocally related to

collagen, thus allowing gathering component-specific

information. Several 400 mm-thin slices from a human

third molar were examined. Figure 5 shows the

processed scattering signal from the features with

sizes between 60 and 70 nm. The mean orientation of

the scattering signal is coded according to the color

wheel. The brightness relates to the abundance of

nanostructures, while color saturation matches

the degree of the anisotropy. The orientation of the

scattering signal in both enamel and dentin is
perpendicular to the crystallite orientation. On the

left-hand side, the information from the total scattering

signal is shown, which is mainly produced by the

ceramic components of the tooth. Enamel and dentin

can clearly be distinguished due to their different scat-

tering potential. The strong color in the enamel is

related to the high degree of anisotropy, that is, the

high degree of orientation of the calcium phosphate

crystallites, and their strong scattering potential in this

range. In the dentin, the anisotropy is less distinct, and

decreases with increasing distance from the dentin-

enamel junction (DEJ). Moreover, a perpendicular ori-

entation of the scattering signal, and thus of the

nanostructures, between enamel and dentin is

observed. While the crystallites are mainly oriented

perpendicular to the DEJ in enamel, parallel to the

main direction of mechanical load, the dentin struc-

tures appear parallel to the DEJ, perpendicular to the

mechanical loading. It is well known that the DEJ acts

as an effective crack barrier, impeding the propagation

of cracks from the enamel into the dentin. The image

on the right in Fig. 5 shows only the signal related to

the collagen matrix. Due to the distinctive periodicity

of 67 nm along the collagen fibrils, the scattering signal

is oriented parallel to the fibrils. No significant signal is

found in the enamel. The mean scattering orientation

of the collagen is found to be mainly perpendicular to
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Fig. 5 Processed small-angle

X-ray scattering data in the

range between 60 and 70 nm.

The mean orientation of the

scattering signal is according

to the color wheel. The

brightness relates to the

nanoparticle abundance, while

color saturation codes their

degree of anisotropy
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that of the total signal on the left-hand image, revealing

a parallel arrangement of collagen fibrils with the cal-

cium phosphate crystallites. The collagen abundance is

maximal near the DEJ and decreases toward the pulp.

Abrupt changes in collagen fibril orientation are found

along lines connecting the tooth cusps and the pulp. In

this manner, the structure of the human teeth along the

entire nanometer range is evaluated.

As pointed out above, the part of dental implants to

be fixed in the bone is made rough. It contains

nanostructures which resemble the apatite crystallites

in human bone and therefore offer nanostructures with

angles for suitable protein absorption. The suppliers

have their secrets for the surface engineering

processing, which includes sandblasting, etching, and

electrochemical functionalization. Surface-engineered

dental implants are very well established and do have

a high success rate. During the next decade, we can

expect a significant reduction in price so that a broader

community of our aging society can benefit from

such surface-engineered implants with dedicated

nanostructures.

The calcium phosphate phases for bone augmenta-

tion gain more and more importance in our aging

population. The resorbable calcium phosphate

ceramics or bio-glasses do actively support the bone

formation. These bone substitutes are combined with

autologous bony tissues to repair larger and larger

defects arising from cancer surgery, trauma, or just

tooth loss.

There are numerous reasons for the de-

mineralization of teeth. The mineral loss, especially

owing to attacks of caries bacteria, has a massive effect

on lifetime and function of teeth. Therefore, strategies

have been developed to at least partially re-mineralize

the enamel and dentin as the robust alternative

to mechanical removal and conventional filling the

defect. Optimized dental hygiene has reached
restricted success in small caries lesions. Researchers

all over the world use slices of dentin to explore the

re-mineralization capacity of a variety of nanotechnol-

ogy-based ceramics particles. Using a set of slices,

a direct comparison of the different materials and

procedures has become possible.
Future Research

The dental nano-biomaterials have to be investigated

to judge the toxicity and the biocompatibility and to

pursue the personalized medicine with respect to more

and more frequent material incompatibilities. The

development of nanocontainers for a variety of drugs

aims for targeted delivery preventing undesired side

effects. For larger caries regions, which grow fast

into the dentin, the collagen network might be still

available, but the mineral phase is already dissolved.

The return of the calcium phosphates and traces of

other minerals into the affected region for restoration

purposes is challenging but not impossible, as the

collagen network could provide nucleation sites for

the re-mineralization.

Bio-inspired dental fillings and inlays have to

exhibit the anisotropy and orientation of organic and

inorganic nanometer-sized components as found in

enamel and dentin. Today, the dentists already use

different fillings for dentin and enamel but without

oriented anisotropic ceramics. Therefore, scientists

and engineers have to discover opportunities to incor-

porate anisotropic nanometer-sized ceramics into the

fillers and to carry them into the desired direction.

Hence nature-analogue mechanical properties should

be obtained. Based on these oriented nanostructures,

one should search for self-repairing materials. Here

again the human body provides concepts: the

remodeling of bone.
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Molecular encapsulation
Definition

Nanoencapsulation is defined as the entrapping of

active ingredients in nanometer-sized capsules.
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Overview

Nanoencapsulation is defined as the technology of

packaging nanoparticles of solid, liquid, or gas, also

known as the core or active, within a secondary mate-

rial, named as the matrix or shell, to form nanocapsules

(see Fig. 1) [1]. The core contains the active ingredient

(e.g., drugs, perfumes, biocides, vitamins, etc., see

Table 1), while the shell isolates and protects the core

from the surrounding environment. This protection can

be permanent or temporal, in which case the core is

generally released by diffusion or in response to

a trigger, such as shear, pH, or enzyme action, thus

enabling their controlled and timed delivery to

a targeted site [2, 3].

Nanocapsules may range from 1 to 1,000 nm in size

and they have a multitude of different shapes,

depending on the materials and methods used to pre-

pare them [2]. The structure of encapsulated ingredi-

ents (see Table 1), which largely depends on the

selected shell material and nanoencapsulation method,

can be classified into two main categories (see Fig. 2):

capsules with (a) a core that is surrounded by a shell of

the matrix material or (b) a core that is entrapped

within a continuous network of the matrix material.

Variations of these morphologies include capsules

with multiple cores or multilayered capsules [1].

However, the most significant feature of nanocapsules

is their nanoscopic size that provides a large

surface area. The total surface area is inversely propor-

tional to the capsule diameter. This large surface

area is appropriate for incorporating recognition

species (functionalization with peptides, antibodies,

organic polymers, etc.), sites of adsorption and desorp-

tion, chemical reactions, and light scattering, among

others.

Many different materials can be used as

encapsulating matrices, which must be selected

depending on the critical properties needed for each

intended application (see Table 1). The majority of

these carriers are proteins (gelatin and albumin), poly-

saccharides (dextrin, starch, gums), fats, liposomes [4],

biopolymers, co-polymers (poly(lactic-co-glycolic

acid)), micelles, organogels, dendrimers, solid

nanoparticles (SLN), polymeric nanoparticles,

emulsion-based systems, and metal-organic

particles [5].
The main reason for nanoencapsulating species is to

ensure that the encapsulated material reaches the area

of action without being adversely affected by the exter-

nal environment through which it passes. Thus, the

principal reasons for encapsulation are: (a) separation

of incompatible materials, (b) conversion of liquids to

free-flowing solids [6], (c) increased stability (protec-

tion of the encapsulated against oxidation or deactiva-

tion due to reaction in the environment), (d) masking

organoleptic properties like color, taste, and odor of

substances, (e) safe handling of toxic materials, and (f)

controlled and targeted release of encapsulated active

compounds. In addition, nanoencapsulation allows to

modify the release of encapsulated active materials,

providing sustained release (maintaining the right con-

centration), long lasting release (and therefore improv-

ing effects), targeted release (improving adhesion,

penetration, or recognition of tissues and cells), or

triggered release (mainly by environmental changes

in pH, temperature). Encapsulation and release modi-

fication (sustained, triggered, or targeted release) also

reduces doses, and therefore, potential toxicity of

drugs. This is of the main interest in medical applica-

tions. Moreover, since the encapsulated molecule is

not in direct contact with the environment, irritation

at the site of administration is commonly reduced.

Because of this wide range of advantages and

properties, nanoencapsulation technologies have

applications in many industrial sectors, including the

medical, pharmaceutical, cosmetics, chemical, textile,

construction, agricultural, and food industries. In fact,



Nanoencapsulation, Table 1 Core and shell materials commonly used in different nanoencapsulation applications

Application Materials

Food C: acidulants (acetic, sorbic, lactic), flavoring agents (citrus/mint oils, oleoresin, oregan, menthol), sweeteners

(sugar, aspartame), colorants (b-carotene), lipids (fish oil, linoleic oil, palmitic acid), vitamins and minerals

(vitamin A, D, E and K, folic acid), salts, preservatives and enzymes and microorganisms (lipase, invertase,

penicillium roqueforti)

S: carbohydrates (sucrose, malto- and cyclo-dextrines, chitosan), gums (agar, arabic, gum acacia, sodium

alginate), lipids (oils, paraffin, stearic acid, fats, beeswax, phospholipids, Stealth® liposomes), celluloses,

proteins (albumin, casein, gelatin, gluten, peptides), synthetic elastomers (polyacrylamide, polyacrylate,

polyethylene, polyvinyl alcohol, polyvinyl acetate), synthetic polymers (acrylonitrile, polybutadiene), silicon

dioxide

Pharmaceutics C: hormones (insulin), vaccines, oncologic (doxorubicin, cisplatin) and hematology actives (anthracyclines),

proteins (bovine serum albumin, globulin, myoglobin), enzymes (glucose oxidase), antibiotics (amoxicillin),

drugs (felodipine, nicardipine, heparin), bacterias (lactobacillus acidophilus), and hepatocytes

S: carbohydrates (chitosan, alginate, dextran), proteins (polylysine, polyglutamic, albumin, peptides), synthetic

elastomers (poly(alkyl acrylate), poly(ethylene glycol)), celluloses (ethyl cellulose), synthetic polymers (poly

(lactide-co-glycolide), polyethylene glycol), lipids (phospholipids), carbon nanotubes, erythrocytes, gums

(alginate), silicon dioxide, phyllosilicate

Agriculture C: Insecticides (endosulfan), herbicides (fenamiphos), pheromones, fertilizers, pesticides, microbicides

S: Polyurea, polyurethane, gelatin, gum arabic, chitin, chitosan

Textile C: PCM, emollients (aloe vera, vitamin E, lanolin), dyes, fabrics softeners, flame retardants

S: Poly(styrene), urea-formaldehyde, ethyl cellulose

Paintings C: Biocide (OIT), pigments, anti-foulant agents, anticorrosion agents

S: Melamine formaldehyde, gelatine – acacia, silica, zeolite

Personal care C: natural ingredients, essential oils (menthol, lime, lavender), preservatives, vitamins (A, E, C), retinol, and

triclosan

S: carbohydrates (sucrose, malto- and cyclo-dextrines, chitosan), cellulose, silicon dioxide

C core, S shell

a b c d e

Nanoencapsulation, Fig. 2 Morphologies of nanocapsules (from left to right): (a) single-core capsule, (b) dispersed core in

polymer gel, (c) multilayer capsule, (d) dual-core capsule, and (e) single-core-multi-shell capsule
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this technique is already commonplace within a range

of industries, but it is accepted that only around 10% of

potential applications are currently being exploited.

For example, in the case of medicine delivery, the

core material (e.g., drugs and vaccines) can be targeted

and released in a controlled manner and at

a specific location (see Fig. 3). In agrochemistry, the

nanocapsules were proposed for controlling the release

of insecticides or pesticides, and improving their effi-

ciency and decreasing the quantity of active substances

for a given application; or, in the textile industry,
durable textile fragrances and skin softeners in the

form of nanocapsules have been developed [6].
Basic Nanoencapsulation Techniques

Before considering the fabrication of nanoencapsulated

products, one should first determine which are all the

characteristics, properties, and capabilities that such

products must satisfy for each intended application

(Table 2). For this, the following questions must be
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Fig. 3 (a) Nanoliposomes

loaded with the

chemotherapeutic agent

doxorubicin in commercial

product Doxil® (Ortho

Biotech) and (b) SEM image

of doxorubicin liposomal in

Nuclisomes® formulation

(Image taken from reference

[20])

Nanoencapsulation,
Table 2 Several

nanoencapsulation techniques

and the steps involved in each

process

Nanoencapsulation technique Process involved

Sol-gel a. Solution of core and polymer

b. Formation of sol phase

c. Gelation

d. Solidification

In situ polymerization a. Preparation of core solution

b. Addition of droplets of monomer

Coacervation a. Formation of a three-immiscible chemical phase

b. Deposition of the coating

c. Solidification of the coating

Rapid expansion of supercritical

solution

a. Preparation of solution of core and shell materials in CO2

b. Depressurization through a nozzle

Liposome entrapment a. Microfluidization

b. Ultrasonication

c. Reverse-phase evaporation

Inclusion complexes Preparation of complexes by mixing or grinding

Spray drying a. Preparation of a dispersion

b. Homogenization of the dispersion

c. Atomization of the dispersion

Solvent evaporation a. Preparation of solution of polymer and core

b. Solvent evaporation by heating

Electrocoextrusion a. Preparation of core solution and wall solution

b. Simultaneous spraying of two solutions from two coaxial

capillaries
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taken into consideration before choosing which

nanoencapsulation methodology is the more

appropriate [2]:

1. What functionality should the encapsulated ingre-

dients (core) provide to the final product?

2. What kind of coating material (matrix) should be

selected?

3. What processing conditions must the encapsulated

ingredients survive before releasing its content?

4. What is the optimal concentration of the active

ingredient in the nanocapsule?
5. By what mechanism should the ingredient be

released from the nanocapsules?

6. What are the particle size, density, and stability

requirements for the encapsulated ingredient?

7. What are the cost constraints of the encapsulated

ingredient?

Similarly, an understanding of the physicochemical

properties of the core and factors that control the inter-

facial and aggregation behavior of the matrix materials

is crucial to choose suitable processes for nanoencap-

sulation [1]. Today, a multitude of techniques are used
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for nanoencapsulating active species. The more popu-

lar techniques can be classified in three main families:

chemical, physicochemical, and physicomechanical

encapsulation processes [3]. The chemical and physi-

cochemical processes include those methods in which

chemical reactions are involved in the nanocapsule

formation. In contrast, in the physicomechanical

methods, no chemical reactions are involved in the

nanocapsule formation, and only shape fabrication

usually takes place. Some of the techniques that are

commonly used are briefly discussed below.

Chemical Processes

The chemical processes are building-up techniques

where the nanocapsules are synthesized through the

nucleation and growth processes involving elementary

building blocks, such as ions, atoms, and molecules.

The most important chemical methods include the

emulsions, suspensions, precipitations, sol-gels, and

polymerizations. The advantages of these chemical

methods are that they provide nanocapsules with high

purity, high uniformity, small particle size, narrow size

distribution, dispersibility, good chemical homogene-

ity, and more reactivity.

The majority of chemical methods are based on the

initial formation of an emulsion. An emulsion is

a suspension of small droplets (diameters below

1,000 nm), usually stabilized by an emulsifier, of one

liquid in a second liquid in which the first will not mix.

These emulsions are conventional emulsions, multi-

layered emulsions, microemulsions, nanoemulsions,

solid lipid emulsions, or double emulsions. Generally,

the “emulsification” methods consist on first creating

an emulsion of a liquid core in a continuous phase

using shaking, stirring, homogenizing, or spray pro-

cesses. In a second step, a shell is formed via organic

polymerization, or the emulsion homogenized by

microfluidizers, or the suspension atomized for solvent

evaporation. Control over the properties of emulsion-

based nanoencapsulation systems can be achieved by

tailoring the dispersed phase as well as the structure

of emulsions [1]. In general, the so-called

microemulsions are defined as thermodynamically

stable transparent or translucent isotropic dispersions

of nanodroplets with a size ranging between 5 and

1,000 nm, whereas nanoemulsions are metastable

dispersions of nanoscale droplets (<100 nm) and opti-

cally transparent. This last property is of interest, for

example, to the food and beverage industry as it
enables the delivery of flavors and bioactive ingredi-

ents in clear emulsions. For example, kinetic stable

nanoemulsions of triglyceride oils may be achieved

using high-pressure homogenizers as the final step [7].

Emulsion encapsulation methods include the “in

situ polymerization” and the “interfacial polymeriza-

tion” methodologies, among others. In the “in

situ polymerization,” the monomer is added dropwise

to an emulsion, which is formed by the aqueous poly-

merization solution, the active ingredient, and an

emulsifier, under continuous stirring. Initially, a low

molecular weight polymer is formed in the continuous

phase, and as the polymerization proceeds, the

polymer gradually grows and simultaneously entraps

the core material to form the final nanocapsules. For

example, insulin-loaded poly(alkyl cyanoacrylate)

nanocapsules are prepared using this technique [8].

On the other hand, in the “interfacial polymerization”

technique, the capsule shell is formed at/on the droplet

surface by polymerization of the reactive monomers.

First, the core material is dispersed into the continuous

phase where the monomer is dissolved, forming an

emulsion. A co-reactant is then added to the mixture,

provoking the polymerization at the core interface,

thus generating the capsule shell. As an illustrative

example, this method is used for the encapsulation of

polyaminoacids in PLGA-polaxamer nanocapsules

(see Fig. 4) [9].

The “sol-gel” method is a process based on the

preparation of a solution, sol and gel, followed by the

solidification and heat treatment of the organic

and inorganic compounds. “Sol-gel” encapsulation

involves the evolution of inorganic networks through

the formation of a colloidal suspension (sol) and gela-

tion of the sol to form a network in a continuous liquid

phase (gel). In this method, the capsules can range

between submicron sizes to a few tens of microns

[10]. The most popular use of this process is the pro-

duction of immobilized biomaterials, such as enzymes

and microorganisms. Its main advantages are the very

mild operating conditions as well as the small particle

size achievable and the affordable raw materials. From

an industrial point of view, this process is easily scaled

up even considering the tight cost-in-use constraint

characteristics of the food industry [11]. For example,

this method can be used for the immobilization

of lipase enzymes within a phyllosilicate and

vinyltriethoxysilane sol-gel matrices and beta-

glucosidase in alginate-silicate sol-gel matrices.
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Fig. 4 TEM image of

a polyaminoacid loaded in

PLGA: poloxamer

nanocapsules (Image taken

from reference [9])
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In addition to the chemical nanoencapsulation tech-

niques described above, nanoencapsulation can also be

carried out by “suspension cross-linking.” This is the

method of choice for encapsulating proteins and

polysaccharides. This method involves the dispersion

of a polymer aqueous solution containing the core

material in an immiscible organic solvent to form an

emulsion. Droplets are hardened by covalent

cross-linking and directly converted to capsules.

The cross-linking process is accomplished either ther-

mally or by the use of cross-linking agents. Albumin

nanocapsules containing doxorubicin and magnetite

particles are prepared by this technique. Salmon

calcitonin-loaded chitosan-PEG nanocapsules are

prepared with this methodology as well.

Finally, nanoencapsulation can also be carried out

via “hydrothermal methods” where chemical reactions

in water at high temperatures and high pressures are

involved for the nanocapsule formation, and via

“oxidation processes” that oxide and deoxidize

directly the raw materials in the liquid phase or

quasi-liquid phase state to prepare the nanocapsules.

Physicochemical Processes

Physicochemical methods are the processes that com-

bine both the chemical and physical methods during

the nanoencapsulation. For example, “phase inversion

nanoencapsulation” (PIN) is a method for highly effi-

cient encapsulation of drugs, proteins, or plasmid DNA

into biodegradable polymer nanospheres. Capsules are

produced with a limited size distribution, ranging from

100 nm to 10 mm in diameter, and labile drugs are

efficiently encapsulated without denaturation. In this

method, the active compound is added to a dilute poly-

mer solution (normally in methylene chloride), which

is then poured rapidly into an unstirred bath of non-
solvent (petroleum) at a solvent to non-solvent ratio of

1:100, causing nano- and microspheres to form spon-

taneously. The drug dicumarol, proteins such as bovine

serum albumin, hormones such as insulin and plasmid

DNA have been successfully encapsulated using the

PIN system in combination with biologically erodible,

biologically adhesive polymers like fumaric acid,

sebacic acid, poly-lactide-co-glycolide (PLGA),

polylactic (PLA) acid, and polystyrene.

“Coacervation and phase separation” is another

physicochemical method based on the gradual

desolvation of a homogeneous polymer solution into

a polymer-rich phase (coacervate) and the poor poly-

mer phase (coacervation medium). Phase separation

processes are divided into simple and complex

coacervation. The mechanism of capsule formation is

identical in both processes, except in the way in which

the phase separation is carried out (see Fig. 5).

In a simple coacervation, a desolvation agent, such as

gelatin or ethyl cellulose, is added to the aqueous or

organic media for phase separation, whereas complex

coacervation involves complexation between two

oppositely charged polymers, both soluble in an

aqueous media. Nanoencapsulation by coacervation

is carried out by preparing an aqueous polymer

solution (1–10%) at 40–50�C where the hydrophobic

core material is also dispersed/dissolved. Stabilizers

are usually added to the mixture to keep the individu-

ality of the final particles. Then, a suitable desolvating

agent is gradually added to the mixture leading to the

formation of partially desolvated polymer molecules,

and hence their precipitation on the surface of the core

material. Finally, the prepared capsules are stabilized

by cross-linking, desolvation, or thermal treatment

(e.g., cooling at 5�C). An illustrative example is that

of the gelatin nanocapsules (840 nm) loaded with the
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Nanoencapsulation, Fig. 5 Schematic illustration of a typical

coacervation process, involving (a) dispersion of the core mate-

rial in a solution of the shell polymer, (b) initial separation of the

coacervate from the solution, (c) coating of the core material by

microdroplets of the coacervate, and (d) coalescence of the

coacervate to form continuous shell by reticulation at the

interface
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protein/peptide drug bovine serum albumin (BSA),

which have been produced by a modified coacervation

method free of desolvating agents.

Another common physicochemical approach is the

use of molecular systems that self-assemble into

capsules at given conditions, such as the aggregation

of lipid molecules into spherically closed bilayer

structures at low concentrations, the so-called vesicles

or liposomes, or molecular inclusion complexes, such

as cyclodextrins and dendrimers or hyperbranched

polymers. “Liposomes” are the smallest artificial

vesicles of spherical shape that can be produced from

natural nontoxic phospholipids and cholesterol. When

phospholipids are dispersed in an aqueous phase, the

liposomes are formed spontaneously, thus encapsulat-

ing either aqueous or lipid-soluble materials. In

general, they are considered very versatile tools in

biology, biochemistry, and nanomedicine because

they are currently used for delivery of vaccines,

hormones, enzymes, and vitamins (see Fig. 3) [4].

The great advantage of liposomes over other

nanoencapsulation techniques is the stability that
liposomes impart to water-soluble material in high

water activity applications [2]. Recently, it has been

published as a very interesting nanoencapsulation

technology that produced capsules coined

“colloidosomes” because of their resemblance to

liposomes, while using colloid particles as shell

material. Also, the ultimate achievement in enzyme

protection and delivery is represented by polymeric

vesicles, which are called polymersomes.

“Inclusion complexes” generally refers to the supra-

molecular association of the encapsulated substance

into a cavity-bearing complex or dendrimer (shell).

Small organic molecules can displace the water from

the inner cavity and form thermodynamically stable

complexes. The encapsulated unit is kept within the

cavity by hydrogen bonding, van der Waals forces, or

by the entropy-driven hydrophobic effect. Examples

include the encapsulation of hydrophobic vitamins

(A, E, or K) in cyclic oligosaccharides such as

b-cyclodextrins [11].
Other physicochemical processes for nanoencap-

sulation are based on supercritical fluids. In these

methods, the core ingredient is dispersed in a matrix

material solubilized in a supercritical fluid (usually

carbon dioxide). Removal of the carbon dioxide results

in the core being encapsulated within the matrix mate-

rial. For example, in rapid expansion of supercritical
solutions (RESS), the dispersion is sprayed through

a nozzle and a particulate material containing the

core is formed [11]. Titanium dioxide and silica

nanoparticles coated with poly(lactide-co-glycolide)

are prepared using the RESS process [12] (Fig. 6).

In addition to the nanoencapsulation techniques

described above, other physicochemical processes are

“solid lipid nanoparticles” (SLN), “layer-by-layer

deposition” (e.g., encapsulation by polyelectrolyte

multilayer), and “controlled precipitation.”

Physicomechanical Processes

The most important physicomechanical methodolo-

gies for encapsulating desired species at the nanometer

scale are: (1) spray drying, (2) solvent evaporation/

solvent extraction, and (3) electroencapsulation-based

techniques. Among them, “spray drying” is a process

widely used in the encapsulation of fragrances, oils,

and flavors. In a “spray drying process,” core particles

are dispersed in a polymer solution of wall material

and atomized into a hot chamber (see Fig. 7). As the

solvent evaporates, the shell material solidifies onto



500 nm

Nanoencapsulation, Fig. 6 SEM image of PLGA-

encapsulated SiO2 powder prepared by rapid expansion of super-

critical suspension process (Image taken from reference [12])

Feed suspensionSpraying
nozzle

Drying chamber
Nanocapsule

Core particle

Hot air

Nanoencapsulation, Fig. 7 Schematic representation of the

spray drying process

1,000 nm

Nanoencapsulation, Fig. 8 SEM image of oxaprozin/

methylated-b-cyclodextrin-loaded PLGA nanocapsules (Image

taken from reference [15])
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the core particles, obtaining polycore or matrix-type

capsules [13]. The one-droplet-to-one-particle mecha-

nism during the spray drying sets the lower limit of the

particle size to 100 nm. For example, this technique is

used for preparing 260 nm in diameter amifostine/

PLGA nanocapsules.
“Solvent evaporation/solvent extraction” is

a method based on the dissolution of a polymer in

a water-immiscible organic solvent, such as

dichloromethane or chloroform, where the core mate-

rial is dissolved or dispersed as well. The mixture is

then added dropwise to a stirring aqueous solution

to form small polymer droplets containing the

encapsulated material, and then, the solvent is elimi-

nated. Here, the coat material shrinks around the core

material and encapsulates it. The solvent elimination

can be done by simple solvent evaporation (heat or

reduced pressure) or by solvent extraction with

a third liquid, which is precipitant for the polymer

and miscible with both water and the solvent [14].

This method is suitable for the preparation of

fluorescein-loaded nanocapsules based on PLGA

using droplet-based microfluidic platforms.

PLGA nanocapsules loaded with naproxen and

oxaprozin-cyclodextrin are also prepared using this

methodology (see Figs. 8 and 9) [15]. In some cases,

the “solvent evaporation/solvent extraction” method is

also combined with the “freeze drying” process, for

example, in the encapsulation of hypericin in

polylactic acid.

Recently, pharmaceuticals and cosmetic or food

industries seek for new, more efficient technologies

for nanocapsule production, which do not degrade the

chemical or biological properties of the material.



1,000 nm

Nanoencapsulation, Fig. 9 SEM image of naproxen-PLAG

nanocapsules prepared by solvent evaporation/extraction tech-

nique (Image taken from reference [14])
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Electroencapsulation-based techniques are excellent

candidates to be some of these technologies.

“Electrospraying” is a straightforward bottom-up

method to manufacture capsules of submicrometer

diameters. It is a method of liquid atomization by

means of electrical forces. In “electrospraying,” the

liquid flowing out of a capillary nozzle is subjected to

an electrical shear stress by maintaining the nozzle at

high electric potential, which forces the liquid to

be dispersed into fine droplets. The nanocapsules are

produced by previously dissolving the polymer and the

active compound into the solvent(s). With this method,

the droplet sizes can range from hundreds of microme-

ters down to several tens of nanometers, and they can

be controlled by electrical means, that is, by adjusting

the flow rate and voltage applied to the nozzle [16].

Recently, research in electronanoencapsulation is

aimed at developing new drug-delivery systems, med-

icine production, and ingredient dosages in the cos-

metic and food industries, since the utilization of

electrical forces can increase the effectiveness

of nanoencapsulation. As a consequence, some

“electrospraying” techniques have recently been

described. For example, “impacting of two oppositely

charged droplets” is a method where both the droplets’

streams are emitted from two separated capillary

nozzles maintained at opposite potentials, one of the

capillaries at the positive and the other at the negative
(see Fig. 10a). The droplets collide due to Coulomb

attraction, forming a capsule via submerging the

droplet of higher surface tension within that of

the smaller surface tension. Another method is the

“electrospraying/evaporation of colloidal suspension,”

in which a suspension is initially electrosprayed

followed by the shell solidification by solvent evapo-

ration. Similarly, in the “electrospraying/gelatinization

of colloidal suspension” method, a suspension of a

core material is electrosprayed into a bath containing

a gelatinizing or polymerizing agent. This agent

forms a hard envelope on the core material. Among

other actives, eletrospraying has been tested for the

encapsulation of the drug paclitaxel in PLGA and

polycaprolactone. Recently, nanocapsules composed

of natural polymers (e.g., chitosan) for ampicillin

and elastin-like polypeptides for doxorubicin have

also been fabricated using the “electrospraying”

methods [13].

The “electrocoextrusion” process is another

electronanoencapsulation technique based on the

simultaneous spraying of two different liquids from

two coaxial capillaries that are maintained at the

same potential (see Fig. 10b). In this method, the core

liquid flows from the central capillary, and the enve-

lope liquid flows through the annular nozzle between

the capillaries. It is important to note that the core

liquid must have a high resistivity and the envelope

sufficiently high conductivity in order to be used in this

methodology [16]. At the present time, the smallest

capsules reported using this methodology have

a diameter of 150 nm, and they were produced using

a photopolymer (Somos 6120-DuPont) and ethylene

glycol.

Besides the formation of spherical nanocapsules,

electronanoencapsulation technologies can also

allow the encapsulation into nanofibers. Indeed,

“electrospinning” is a method to produce nanofibers

where a suspension of the core material in a polymer

solution is supplied from a spinneret and forms

a droplet at the spinneret exit. In this methodology,

an electric field is applied to the suspension by immers-

ing an electrode in it and placing the counter-electrode

some distance from the spinneret, and then jetting sets

in. This field provokes an electrically induced bending

instability in the solution jet, which causes stretching

of the bent sections of the jet. The solvent eventually

evaporates, the jet dries and solidifies, and the spun

nanofibers are deposited on the counter-electrode.
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The nanofibers are collected onto the edge of

a grounded collector disk. This method has been used

in biotechnology, that is, for the capturing of living

cells (virus and bacteria) in poly(vinyl alcohol)

nanofibers.

In addition to the techniques described above, other

physicomechanical methods that can be used for

encapsulating desired species at the nanoscale

are the “melt-solidification,” “centrifugal suspension

separation,” “vibrating and coaxial nozzle,” and “pan-

coating” processes.
Release Mechanisms

Different release mechanisms of encapsulated mate-

rials provide controlled, sustained, and targeted release

of core materials. There are three main mechanisms by

which encapsulated material is delivered from

a capsule: (1) mechanical rupture of the capsule wall,

(2) dissolution (impact/shear/pressure) or melting of

the wall, and (3) diffusion through the wall. The

desired mechanism depends on the nature of the appli-

cation. For example, carbonless copy paper, and

scratch and sniff perfumes rely on mechanical rupture
of shell to release the core contents. In these applica-

tions, the rupture may be caused by pressure or due to

propagation of cracks. In contrast, the detergent indus-

try uses dissolution of shell wall of powder detergents

for the release of encapsulated protease enzyme in

order to remove bloodstains from clothing. Similarly,

in the pharmaceutical industry, nanoencapsulated

products are designed for sustained and controlled

release by either degradation or diffusion through the

shell. For example, doxorubicin is encapsulated in

liposomes to control its release into the body reducing

its cardiotoxicity [17].
Applications

Nanoencapsulation is believed by many scientists and

technological fields to be one of the most important

scientific topics of the next decade with a huge impact

on medicine, pharmacology, construction, cosmetics,

chemistry, textile, agriculture, and food industry,

among others. Nowadays, nanoencapsulation is being

used in a diverse range of markets, including, but not

limited to agrochemicals, aromatherapy, paints,

coatings, colorants, pharmaceuticals, personal care,



Nanoencapsulation, Table 3 Examples of nanoencapsulated

materials in the market

Product Company Industry

Caelyx® Sequus Pharma Pharmaceutical

Myocet® Cephalon Limited

LBL-Intra® Capsulution

PharmFilm® MonoSol Rx

Doxil® Alza Corp.

Lipozyme IM-60 NNBNAmerica Inc.

AmBisome® Gilead

MicroMatrix™ ABN Food

VitaDHA™ Blue California

Pharmasmooth™ Balchem Corp.

Cavamax®,

Omegadry®
Wacker Chemie AG

Plenitude® L’Oréal Personal care

Primasys® Cognis

Tinoderm® BASF

Cutanova® Dr.Rimpler GmbH
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adhesives, biocides, nutraceuticals, oil and gas,

textiles, paper systems, electronics, and imaging

systems (see Table 3). Depending on the application,

the nanoencapsulated product can be delivered as

a dry, free-flowing powder, as slurry, or in the

form of a wet filter cake. A brief explanation of some

applications in some of the most powerful sectors is

given below.

Agriculture

Nanoencapsulation appears to be the most promising

technique for short-term application in the field. One of

the most important applications of nanoencapsulated

products is in the area of crop protection in agriculture.

In the case of controlling parasitic plants, encapsula-

tion can be used to solve problems regarding phyto-

toxicity on the crop of the herbicides used against the

parasite. For example, glyphosate, imidazolinones,

and sulfonylureas can be encapsulated within

a polymeric shell. Germination stimulants can be also

delivered into the soil inside nanocapsules protecting

them from degradation.

Pharmaceutics and Medicine

Nanoencapsulation currently has the highest potential

in the pharmaceutical industry because it allows the

possibility to deliver a drug at the right moment, in the
right place, and at an adequate concentration. One of

the simplest examples is the protection of orally

applied drugs from the attack of acids in the stomach

before they can be adsorbed in the intestine. This

problem is solved in many cases by the encapsulation

of the active ingredient in chitosan and PLGA (poly

(lactic-co-glycolic acid) nanocapsules. In addition,

both polymers are widely used in many aspects of

biomedical research ranging from tissue engineering

to drug delivery because they are highly biocompati-

ble, easily available, and provide excellent delivery

capabilities. For example, ascorbyl palmitate can

be encapsulated in a chitosan derivative with an

efficiency of 84% at 56% drug loading. The

nanocapsules display no short-term cytotoxicity

against the human skin melanoma. On the other

hand, nanoencapsulation is also used for cancer

therapy. Indeed, two nanoencapsulated products

named as Doxil® and Abraxane® have recently

been approved by the European Medicines Agency

(EMA). Doxil® is a liposomal system for doxorubicin

delivery and treatment of ovarian carcinoma (see

Fig. 3) and Abraxane® is an albumin nanoparticle

Taxol conjugate for the treatment of metastatic breast

cancer.
Food Industry

Today’s food industry makes use of nanoencapsulation

to develop “functional foods” with ingredients that

improve the nutritional content of food without affect-

ing the taste, aroma, or texture of food, and enhance the

shelf life and stability of the ingredient and the finished

food product [1]. Nanoencapsulation is used to protect

sensitive food ingredients (i.e., flavors, oils, vitamins)

as well as to provide viable texture blending, appealing

aroma release, and taste, odor, and color masking. This

technology also enables food companies to incorporate

minerals, vitamins, flavors, and essential oils [7]. In

addition, nanoencapsulation can simplify the food

manufacturing process by converting liquids to solid

powder, reducing costs allowing low-cost handling

equipment. Moreover, nanocapsules also help fragile

and sensitive materials (oils, vitamins, enzymes) to

survive processing and packaging conditions, and

stabilize the shelf life of the active compound [18].

For example, there are several commercial

nanoencapsulated products in the market that offer
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a specific supplement of Omega-3 DHA and of

a natural form of folate for pregnant and lactating

women, such as VitaDHA™ Materna.
N

Personal Care

Nowadays nanoencapsulation technologies play an

important and growing role in the health and beauty

industry. They offer an ideal and unique carrier system

for active ingredients aside from an effective protec-

tion against photodegradation. Their striking effects

can enhance the tactile and visual appearance of

a variety of cosmetic and personal care products,

including bath gels, lotions, tanning, makeup, aroma-

therapy, etc. Furthermore, nanoencapsulation can

make significant savings for formulators as it can

reduce the amount of active ingredients needed.

For example, the retinyl palmitate oil, which is the

most stable form of vitamin A and plays an important

role in cellular differentiation and carcinogenesis pre-

vention, has been recently prepared as a novel

nanocapsule antiaging formulation. Flexible poly-

meric nanocapsules with retinyl palmitate core and

PLA shell as a carrier of drugs or simply as

a reservoir of vitamin A were prepared. The main

advantage of these capsules is that they can easily

pass through biological barriers due to deformability

characteristics, reaching deeper layers of the skin and

allowing a uniform permeation in the skin [19].

Another example are liposomes as sources of magne-

sium ascorbyl phosphate, a stable derivative of vitamin

C, which allow higher effects of vitamin, such as

whitening and antioxidants thanks to the targeted

activity provided by the liposome.
Other Applications

Besides many classical applications, nanoencap-

sulation technologies provide a large number of other

applications. One of them is the preparation of high

surface area carbon nanocapsules (100 nm) with

hollow cores and porous shells. Such mesoporous car-

bon nanocapsules are of extensive interest for cataly-

sis, separation, gas storage, and fuel cells, among

others applications. Another novel application of

nanoencapsulation is the preparation of carbon

nanocapsules that serve as heat transfer fluid for heat

dissipation systems.
Future Directions for Research

The nanoencapsulation of active compounds for con-

trolled release applications is a promising alternative

to solve some of the major problems of active

ingredients faced by industries. Today, a wide range

of encapsulated products have been developed,

manufactured, and successfully marketed in the phar-

maceutical, medical, and cosmetic industries.

However, nanoencapsulation has still found a small

market in many other industries, such as food, con-

struction, etc. In these potential fields, nanoencap-

sulation is still far from being fully developed since

the development time is rather long and requires

multidisciplinary cooperation. For this reason, great

advances in nanoencapsulation are highly expected in

the near future. These advances will include the devel-

opment of novel materials to be used as matrices, more

stable, efficient, and biocompatible nanocapsules and

advanced nanoencapsulation technologies, as well as

their transferring to industrial-scale mass production.

Such improvements and novel capabilities will expand

the scope of application for nanoencapsulation tech-

nologies in many industries, where such innovations

will certainly open new opportunities to develop

a novel generation of products.
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Synonyms

Nano-concrete
Definitions

What Is Nano-concrete?

Portland cement concrete is a complex nanostructured,

multiphase, multiscale composite material that evolves

over time [1, 2]. The elementary block calcium–

silicate–hydrate (C–S–H), which holds the concrete

composite together, is also a nanostructured material

(Fig. 1) [3]. The properties of concrete exist in multiple

length scales (nano to micro to macro). Processes

occurring at the nanoscale ultimately affect the engi-

neering properties and long-term performance of

concrete [2].

The nanotechnology of concrete can be represented

by two directions: nano-science and nano-engineering

(or nanomodification) [1, 2, 4]. As defined by Sanchez

and Sobolev [2] nano-science “deals with the measure-

ment and characterization of the nano- and microscale

structure of cement-based materials to better under-

stand how this structure affects macroscale properties

and performance through the use of advanced charac-

terization techniques and atomistic or molecular level

modeling.” Nano-engineering includes “the tech-

niques of manipulation of the structure at the nanome-

ter scale to develop a new generation of tailored,

multifunctional, cementitious composites with supe-

rior mechanical performance and durability potentially

having a range of novel properties such as: low elec-

trical resistivity, self-sensing capabilities, self-

cleaning, self-healing, high ductility, and self-control

of cracks [2].” Concrete can be nano-engineered by

the incorporation of nano-sized (less than 100 nm)

building blocks or objects (e.g., nanoparticles and

http://dx.doi.org/10.1007/978-90-481-9751-4_100488
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Nano-engineered Concrete, Fig. 1 Nanoscale structure of

C–S–H crystallized on calcite substrate and revealed by AFM

(Ca/Si = 0.9). Reprinted with permission from the American

Ceramic Society Bulletin, 2005, vol. 84, N 11

Nano-engineered Concrete 1531 N
nanotubes) to control material behavior and add novel

properties, or by the grafting of molecules onto cement

particles, cement phases, aggregates, and additives

(including nano-sized additives) to provide surface

functionality, which can be adjusted to promote spe-

cific interfacial interactions.
N

Introduction

Though nanotechnology is a new emergent technol-

ogy, nano-sized objects have existed for millennia,

from ancient times when humans began to use nano-

sized materials in glass [5], to modern times where

“classic” photography employs silver nanoparticles

sensitive to light. Natural materials have been shown

to exhibit exceptional mechanical properties that are

in some cases unmatched by man-made materials.

For example, the exceptional performance of biomate-

rials such as mollusk shells has been attributed to

the presence of calcium-based nanocrystals [6]. One

of the most promising directions in nanotechnology is

a better understanding of the relationship between

microstructure and strengthening mechanisms

employed by nature with the goal to ultimately mimic

nature’s design principle and self-organization (bottom-

up approach) [5].

The nanoparticle is the elementary building block in

nanotechnology and is comprised of up to thousands of

atoms combined into a cluster of 1–100 nm. The con-

ditions of the bottom-up production of nanoparticles

allow for control of the size and shape of the particle.

A reduction in size provides an exceptional surface

area-to-volume ratio and changes in the surface
energy, surface chemistry, and surface morphology of

the particle, altering its basic properties and reactivity

[1, 2, 5, 6]. Nanoparticles have been shown to signif-

icantly enhance the mechanical performance of

a variety of materials, including metals, polymers,

ceramic, and concrete composites [1, 5–7].

By far, the most significant development has been

the synthesis of fullerenes (C60) and fullerene-like

structures such as carbon nanotubes [5]. Since their

discovery, carbon nanotubes have been used in numer-

ous applications varying from superconductors, optical

and electronic devices, sorbents, drug delivery sys-

tems, and nanostructured materials. The exceptional

tensile strength of carbon nanotubes (as much as

20 times higher than that of steel) makes them ideal

reinforcing components for structural applications,

such as bridges and high-rise buildings. Polymer-

based nanofibers and nanotubes [5, 8, 9] are promising

nanomaterials that could open the door for new devel-

opments and innovative applications in building and

construction industry.
Understanding the Structure at the
Nano-level and “Bottom-Up” Design

Most research on nanotechnology in concrete has

focused to date on the investigation of the structure

and mechanical properties of concrete at the nanoscale

[1–4, 10, 11]. Recent advances in instrumentations

have made it possible to characterize the structure of

concrete at the nanoscale and to measure the local

mechanical properties of its micro- and nanoscopic

phases [10]. Significant progress in understanding

nanoscale processes in cementitious materials has

been achieved thanks to the use of nanoscale charac-

terization techniques [1, 2, 10, 11]. These advanced

techniques include nuclear magnetic resonance,

atomic force microscopy, micro-and nano-indentation,

neutron scattering, ultrasonic force microscopy, and

focus-ion beam (FIB) nanotomography. For example,

the use of atomic force microscopy (AFM) has

revealed that, contrary to general thought, nanoscale

C–S–H has in fact a highly ordered structure (Fig. 1)

[3]. A better understanding of the structure of concrete

at the nano-level will allow for a better control of

concrete performance and even the tailoring of desired

properties and is expected therefore to affect the

method of production and use of concrete.
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Another application of nanotechnology in concrete

has come from the “bottom-up” possibilities of nano-

chemistry with the development of new products such

as novel superplasticizers and new coating materials

[12, 13]. One such superplasticizer was recently devel-

oped by BASF and was specifically designed for con-

trolling the slump retention characteristic of the

concrete mixture [13]. Another example is the devel-

opment of coating materials with new self-cleaning

properties, discoloration resistance, anti-graffiti pro-

tection, and high scratch-and-wear resistance. These

self-cleaning materials are based on photocatalyst

technology [12]. Titanium dioxide (TiO2) is used as

a photocatalyst for the decomposition of organic com-

pounds. TiO2 is active under exposure to UV light,

exhibiting self cleaning and disinfecting properties.

Another aspect of self-cleaning is provided by the

hydrophilicity of the surface, which helps to prevent

dust and dirt from attaching to it.

In the past, major developments in concrete tech-

nology have been achieved through the use of super-

fine particles such as fly ash and silica fume. Recent

advances in nano-chemistry and the development of

new methods for synthesis of nanoparticles are now
expected to offer a new range of possibilities for

improvement of concrete performance [14, 15]

(Fig. 2). Incorporation of nanoparticles into conven-

tional construction materials can provide the materials

with advanced or smart properties that are of specific

interest for high-rise, long-span, or intelligent infra-

structure systems [1, 2, 10, 11, 15].
Performance of Concrete with Nanoparticles

The addition of nanoparticles has been shown to improve

various performance of concrete [1, 2, 15–20].

For example, nanosilica (silicon dioxide nanoparticles,

nano-SiO2) has been shown to improve workability and

strength in high-performance and self-compacting con-

crete [1, 2, 14, 15]. Improvement in concrete perfor-

mance has been attributed to several effects of the

nanoparticles. Well-dispersed nanoparticles can act as

crystallization centers for cement hydrates, thereby

accelerating the hydration reactions and can act as filler,

filling the voids between the cement grains, thus reduc-

ing the material porosity [15–17]. Well-dispersed

nanoparticles have also been shown to promote the
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formation of smaller-sized crystals (e.g., Ca[OH]2 and

AFm), thus densifying the microstructure, and to pro-

mote crack arrest and interlocking, improving the mate-

rial mechanical properties.

Most of the research on the addition of nanoparticles

to cementitious systems has been performed using nano-

SiO2 [1, 2, 14–20]. Nano-SiO2 has been found to accel-

erate the hydration reactions of C3S, improve concrete

workability and early age strength, be more efficient in

enhancing strength than silica fume, and improve

the bond between the aggregates and the cement paste

[14–20]. The following provides a few examples of

recent studies in this area highlighting some of the

effects of nano-SiO2 addition.

The accelerating effect of nano-SiO2 (colloidal

silica, CS) on the hydration of C3S (alite, Ca3SiO5)

has been reported by Björnström et al. [17]. Differen-

tial scanning calorimetry (DSC) for samples con-

taining up to 5% of colloidal silica (Fig. 3) showed

the initial dependence of C–S–H formation on the
addition of colloidal silica and suggested that colloidal

silica mostly affects the initial silica polymerization

rates rather than the amount of product ultimately

formed [17].

Porro et al. [16] reported that the compressive

strength of cement pastes increased with the reduction

in particle size of nano-SiO2. The strength improve-

ment was attributed to the formation of larger silicate

chains of the C–S–H gel in cement pastes containing

nano-SiO2.

In contrast to silica fume (SF), the addition of nano-

SiO2 at dosages of 1–5% has been reported by Qing

et al. [18] to increase the thickness and viscosity of

superplasticized cement pastes and shorten the initial

and final setting times. Nano-SiO2 significantly

improved the compressive strength in the early stages

of hardening. After 3 days of curing, the cement pastes

with 5%nano-SiO2were 41% stronger than the reference

pastes. At 28 days, the strength was improved by 25%.

Without exception, the strength of the cement pastes



Mineral Additive

Finely Ground Portland 
Cement Component - 20–30%

Nano-Silica 

1–100 μm 5–50 nm

50–500 nm

Nano-engineered Concrete, Fig. 4 The concept of nano-
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containing nano-SiO2 improved with increasing dosage

of the nano-additive.

The addition of nano-SiO2 has been shown to sig-

nificantly improve the pozzolanic activity of fly ash. In

a study performed by Li [19], the addition of 4% nano-

SiO2 to concretes prepared using 50% type F fly ash,

a water-to-cement ratio of 0.28, and a superplasticizer

dosage of 2% (by weight of binder) helped to achieve

reaction levels typically obtained at 6 months after

only 24 days. The pozzolanic reaction of nano-SiO2

was shown to be very quick, reaching 70% of its

ultimate value (achieved by “common” pozzolans at

the age of 2 years) within 3 days and�95% in a 2-week

period. In contrast, plain fly ash reacted with lime very

slowly, reaching a significant hydration degree only at

the age of 2 years.

The addition of nano-SiO2 at a dosage of 1–2% has

been shown by Collepardi et al. [14] to improve the

performance of low-heat self-compacting concrete

(SCC). The addition of nano-SiO2 to blended blast

furnace slag concretes made the mixtures more cohe-

sive and reduced bleeding and segregation but had

little effect on the slump loss measured within the

first 30 min. The best performance was obtained for

the blended blast furnace slag concrete prepared using

ground fly ash (GFA) as mineral additive, 2%

nanosilica, and 1.5% superplasticizer with a compres-

sive strength of 55 MPa at the age of 28 days, low

bleeding, higher slump flow, and very little slump loss.

The addition of nano-SiO2 has also been reported by

Hosseini et al. [20] to improve the interfacial transition

zone (ITZ) by combining with calcium hydroxide crys-

tals to produce C–S–H leading to a denser, more uni-

form ITZ. This resulted in a significant improvement

of the compressive strengths of recycled aggregate

concretes.

As an alternative to nanoparticle addition, the idea

of nano-binder was recently proposed to improve

concrete performance [1]. In nano-binder, the mineral

additives act as the primary components and nano-

sized cement is used to fill the gaps between the

particles (Fig. 4). The nano-sized cement thus acts as

a glue to bind the less reactive mineral additives

together. The nano-sized cement can be obtained

either by colloidal milling of conventional (optionally

high C2S) portland cement clinker (top-down

approach) or by self-assembly (bottom-up approach)

through mechanochemically induced topochemical

reactions [1].
Tailoring of Nanoparticles for Optimal
Performance

While small quantities of nanoparticles (less than 1%

by weight of cement) are generally sufficient to

improve the performance of composites [2, 14–20],

practical application in concrete requires manufactur-

ing a considerable amount of these particles [5–7].

Being able to produce nanoparticles in large quantities

at a low cost is, therefore, a paramount. Several tech-

nologies have been used for the production of

nanoparticles [5–7]. The sol-gel process is the most

commonly used for the production of nanosilica

(Fig. 5). The chemical procedure consists of the for-

mation of a colloidal suspension (sol) and gelation

of the sol to form a network in a continuous liquid

phase (gel). The procedure can be summarized as

follows [7, 15]:

1. Hydrolysis of the precursor

2. Condensation and polymerization of monomers to

form the particles

3. Growth of the particles

4. Agglomeration of the particles, followed by the

formation of a network and gel structure
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Nano-engineered Concrete, Fig. 5 The morphology and

particle size distribution of nano-SiO2 (TEM) synthesized by

the sol-gel method [15]
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5. Drying (optional) to remove the solvents and ther-

mal treatment (optional) to remove the surface

functional groups and obtain the desired crystal

structure

Trymethylethoxysilane or tetraethoxysilane

(TMOS/TEOS) is typically applied as the precursor

in the production of nanosilica and the following reac-

tion takes place [7, 15]:
C2H5OH

N

nSi OC2H5ð Þ4 þ 2nH2O
NH3

nSiO2 þ 4nC2H5OH

pH, temperature, concentration of reagents, H2O/Si

molar ratio, and type of catalyst are important param-

eters that can affect the production and characteristics

of the nanoparticles [7, 15].

Flores et al. [15] used the sol-gel process to synthe-

size nano-SiO2 with a size range of 5–100 nm (Fig. 5).

Different experimental conditions were examined

as summarized in Table 1. X-ray diffraction study

showed that the obtained nano-SiO2 was a highly

amorphous material with predominant crystallite size

of 1–2.5 nm [15]. The addition of 0.25% (by weight of

cementitious material) of the synthesized nano-SiO2

improved the early strength of portland cement mortars

with a 17% strength increase at 1 day. The 28-day

compressive strength was improved by as much as

10% and the flexural strength by as much as 25%

[15]. Proper dispersion of the nano-SiO2 within the

cement paste is critical for improved performance [1,

15]. The use of polycarboxylate acrylic ester (PAE)

superplasticizer, ultrasonification, and/or high-speed

mixing has proven to be efficient in the dispersion of

nano-SiO2 [15]. The addition of 0.1% superplasticizer
and 0.25% nano-SiO2 synthesized using the sol-gel

process has shown a 20% increase in the compressive

strength of cement mortars (Fig. 6).
Developing New Functionalities

Photocatalytic TiO2 has been used in white cement-

based concrete, providing the material with self-

cleaning and air-purification capabilities [12, 21]. It is

important for architectural concrete to maintain its

aesthetic and decorative characteristics such as color

over its entire service life, even in highly polluted

urban environments. Photocatalytic materials provide

a smart solution to effectively minimize contaminant

buildup at the surface of architectural concrete through

photocatalytic oxidation. One of the most popular

photocatalytic materials used in cement is TiO2. The

anatase polymorph of TiO2 (especially, nano-sized) is

the most effective TiO2-based photocatalytic material,

outperforming rutile in cement-based materials [12,

21]. Photocatalytic nano-TiO2 embedded into cement

matrix has also been reported to be very effective for

NOx abatement [21].
Application of Carbon Nanotubes and
Carbon Nanofibers

Due to extraordinary strength and tensile modulus, car-

bon nanotubes and carbon nanofibers (CNTs/CNFs) are

potential candidates for use as nano-reinforcement

in cement-based materials [1, 2, 5, 6, 22–26].

Vapor-grown CNTs are concentric cylinders made

from rolled-up planes of hexagonally bound carbon

atoms. Vapor-grown CNFs (Fig. 7) exhibit a “herring-

bone” or cup-stacked structure of nested graphene

layers with a hollow core. The production of CNTs on

an industrial scale remains expensive. In contrast, CNFs

have a lower production cost and can be made at

a higher production capacity [27]. The use of CNTs/

CNFs in cement remains limited [2]. The proper disper-

sion of CNTs/CNFs within the cement paste is one of

the main challenges [2, 22–26] due to their high hydro-

phobicity and strong self-attraction. A number of

methods have been used to improve the dispersion of

CNTs/CNFs in cement, including the use of surfactants,

surface treatment with acids, high shear mixing, and

sonication [22–26].



Nano-engineered Concrete, Table 1 Design and properties of nano-SiO2 [15]

Specimen typea Molar ratio TEOS/Etanol/H2O Reaction time, hours Particle size (TEM), nm Surface area (BET), m2/kg

1B3 1/24/6 3 15–65 116,000

2B3 1/6/6 3 30, 60–70 145,000

3B3 1/6/24 3 15–20 133,000

4B3 1/24/24 3 5 163,000

1A3 1/24/6 3 5 510,100

2A3 1/6/6 3 <10 263,500

3A3 1/6/24 3 <10, 17 337,100

4A3 1/24/24 3 5 382,200

a Sample coding

First number denotes molar ratio combination as per as experimental matrix
ABC Last number corresponds to the reaction time in hours

Letter – denotes reaction media: A-for acid (pH=2) and B-for base (pH=9)
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of superplasticized mortars

with nano-SiO2 at different

ages (NPC and NPC-SP are

reference portland cement and

superplasticized mortars;

nanoparticle specification as

per as Table 1, Fig. 5; CB-8

and SF are cembinder-8 and

silica fume) [15]
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To date mixed performance results have been

achieved ranging from significant improvements for

small addition of CNTs/CNFs to minimal or no

improvement. Among the promising results, Makar

et al. [23] demonstrated that CNTs can affect

early age hydration and indicated the potential of

CNTs for crack bridging and enhanced stress transfer.

Shah et al. [24] showed that, after dispersion in water

using surfactant and ultrasonic energy, small amounts

of CNTs (0.048% and 0.08%) can result in a significant

(�50%) increase in the Young’s modulus of cement

pastes.
N

Smart Stress-Sensing Composites

The incorporation of conductive nanomaterials

(CNTs/CNFs, nano-Fe2O3, etc.) into cement-based

composites has been reported to provide the materials

with self-sensing capability [28, 29]. It has been shown

that carbon fiber–reinforced cement may function as

a piezoresistive strain sensor [28]. Due to the high

conductivity of the carbon fibers compared to the

cement matrix, the introduction of the fibers into

cement decreases the electrical resistivity of the mate-

rial. Strain sensitivity (i.e., fractional change in elec-

trical resistance per unit strain) of as much as 700 has

been obtained with incorporation of 0.2–0.5% (by vol-

ume) carbon microfibers [28]. Recently, a self-sensing

cement material with multi-walled carbon nanotubes

(MWCNT) has been proposed for traffic monitoring

[29]. The piezoresistive properties of the MWCNT-

cement composite enabled the detection of mechanical

stresses induced by traffic flow.
Future Developments

Concrete science is expected to benefit signifi-

cantly from the rapidly growing field of nanotech-

nology. Advances in the characterization of the

nanoscale structure of concrete are providing new

insights about concrete. New developments are

underway in the nano-engineering of concrete.

Some of the most promising include the develop-

ment of [1]:
• Highly efficient superplasticizers for concrete and

high-strength fibers with exceptional energy-

absorbing capacity

• Concrete with self-cleaning properties, discolor-

ation resistance, and anti-graffiti protection, based

on photocatalytic technology

• Reinforced binders with nanoparticles or nanotubes

• Concrete with smart properties such as tempera-

ture-, moisture-, or stress-sensing capability, defor-

mative properties, and non-shrinking and low

thermal expansion

• Eco-binders modified with nanoparticles and

produced with significantly reduced amount of

portland cement

• Eco-binders with nanoparticles based on alternative

systems (MgO, phosphate, geopolymers, gypsum)

• Self-healing concrete with controlled supply of

internal moisture or solution of repair/bonding

agent
Conclusions

Nanotechnology in concrete is still in its explor-

atory phase and full-scale applications in the field

of construction are to date very limited. Neverthe-

less, the potential for nanotechnology to help

improve the performance and durability of one of

the oldest known construction materials is most

promising.
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Synonyms

Nanostructured hydrogels; Patterned hydrogels
Definition

Nanoengineered hydrogels are soft, high water con-

tent, hydrophilic networks with nanoscale topographi-

cal or biomolecular patterns for mimicking the

extracellular matrix of tissues in order to control cell

fate and function.
N

Introduction

Hydrogels are three-dimensional (3D) cross-linked

polymeric networks that retain a significant fraction

of water in their structure without dissolving when

placed in physiological solution. Due to their high

water content, biomolecules like peptides and proteins

and cells immobilized in hydrogels are more likely to

retain their biological activity. Poly(ethylene glycol)

(PEG)-based hydrogels, due to minimal interaction of

the ethylene oxide repeating unit with biomolecules,

do not elicit an immune response. Therefore, PEG

hydrogels are used extensively for cell immobilization

and encapsulation. Furthermore, PEG networks can be

conjugated with bioactive molecules to produce cell-

responsive hydrogels for applications in tissue engi-

neering and regenerative medicine [1]. The cell fate

including shape, morphology, phenotype, and function

is determined by interaction with soluble and insoluble

factors in the extracellular matrix (ECM) [2]. These

interactions are between the functional motifs of the

ECM proteins and binding sites of the glycoproteins

embedded in the cell’s plasma membrane. The func-

tional motifs as well as geometrical and morphological
features of the ECM are ordered at the nanoscale. As

a result, synthetic hydrogels patterned with biologi-

cally active molecules or topographical nanostructures

are important in understanding the role of ECM on cell

fate, and the engineering of cell environment at the

nanoscale. Patterning of hydrogels at the nanoscale

includes surface techniques (2D patterning) and

bulk/matrix techniques (3D patterning). The cell-

nanostructure interaction is two dimensional for sur-

face-patterned hydrogels while the interaction is three

dimensional for matrix-patterned hydrogels. Surface

patterning techniques include electron beam

patterning, micelle nanolithography, UV-assisted

nanomolding, and nanostamping. Matrix techniques

include polymer phase separation and multiphoton

chemical patterning.
Electron Beam Patterning

Hydrogels are surface-patterned at the nanoscale using

a focused electron beam. In this method, a thin layer of

hydrogel precursor solution, spin-coated on silicon

wafers, is exposed to a focused electron beam using

a modified field-emission scanning electron micro-

scope [3]. The extent of cross-linking and density of

the pattern can be controlled with this technique by

varying the pixel dwell time to irradiation dose and

interpixel spacing. After irradiation, the pattern is

exposed by dissolving unexposed areas with organic

solvents and rinsing in water. Topographical patterns

with sizes ranging 50–1,000 nm can be produced with

this technique. As an example, poly(sodium 4-

styrenesulfonate-co-poly(ethylene glycol) methacry-

late) (pSS-co-pPEGMA) with heparin-mimicking

thiol groups was patterned with electron beam and

the patterned gel is used for localized attachment of

vasculogenic proteins bFGF and VEGF [4]. As another

example, Boc-protected aminoxy tetraethylene glycol

methacrylate was patterned with electron beam, the

Boc-protecting group was removed to expose the

aminoxy groups for localized grafting of proteins to

the patterned hydrogel via oxime ligation [5].
Micelle Nanolithography

Self-assembled array of metal-impregnated diblock

copolymers is used for nanoscale surface patterning

http://dx.doi.org/10.1007/978-90-481-9751-4_100563
http://dx.doi.org/10.1007/978-90-481-9751-4_100627
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of hydrogels. In this technique, a monolayer of poly-

styrene-block-poly(2-vinylpyridine) (PS-b-P2VP) and

HAuCl4 micelles is formed on a substrate (glass or

silicon wafers) by dip-coating [6]. Next, the micellar

array is treated with oxygen plasma to remove the

PS-b-P2VP copolymer and exposing the ordered

array of gold nanoparticles (NPs) on the substrate, as

shown in Fig. 1. The pattern of gold NPs is moved to a

nonadhesive fluorosiloxane layer by transfer-molding,

followed by transfer to a hydrogel surface as shown in

Fig. 1. In a variation of this technique, polystyrene

homopolymer, as an ordering interference reagent, is

mixed with PS-b-P2VP and HAuCl4 micelles to pro-

duce a disordered array of gold NPs on the substrate

[7], leading to a disordered nanopattern on the hydro-

gel surface. In another variation, PtCl4 is used in the

place of HAuCl4 to form a nanoscale pattern of plati-

num NPs on the substrate [8]. The platinum pattern is

moved to a PDMS substrate by transfer-molding, as

shown in Fig. 2, to produce a catalytic nanostamp for

chemical patterning of hydrogel surfaces. In another

interesting approach to generate micro- nanostructured

hydrogels, an array of gold NPs on a glass substrate

was coated with a photoresist layer [9]. After photoli-

thography and removal of the uncovered gold NPs

and the protecting resist layer, the microstructured

nanoarray of gold NPs was covered with acrylated
PEG hydrogel precursor solution and cross-linked

by ultraviolet (UV) radiation. Upon detaching from

the glass substrate, a hydrogel surface with

microstructured array of gold NPs was generated

which could potentially be used to study the modula-

tion of nano- and microscale patterns of biomolecules

on cell function.
Nanomolding and Nanostamping

The block-copolymer-templated micelle lithography is

used to fabricate stamps and molds in sub-100 nano-

scale for patterning [8]. In this approach, a silicon

substrate is patterned with platinum (Pt) NPs by

micelle lithography and the bare silicon surface is

covalently covered with a fluorosiloxane monolayer.

Next, a PDMS layer is spin-coated on the patterned

substrate followed by curing. Upon peeling the PDMS

layer, a Pt nanopatterned catalytic stamp and a silicon

nanopatterned mold are produced. The catalytic stamp

can be used to print nanoscale biomolecular patterns

on hydrogels. The pattern on silicon/glass substrate

can be moved to a polyurethane (PU), PDMS, or

other soft hydrophobic substrates [10] for subsequent

patterning of hydrogel surfaces [11]. As an example,

in UV-assisted capillary lithography [12], a
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nanopatterned PU mold is placed over a thin layer of

methacrylated PEG precursor solution to make confor-

mal contact by capillary forces, as shown in Fig. 3.

After cross-linking of the PEG layer by UV-assisted

photopolymerization, the PU mold is peeled off to

produce a PEG hydrogel with a surface pattern ranging

50–500 nm in size. Direct molding of a hydrogel pre-

cursor solution with nanotemplated quartz followed by

cross-linking can also be used to form hydrogels with

nanopatterned surface topography [13].
N

Copolymer Phase Separation

Phase separation of amphiphilic di- and triblock copol-

ymers at the nanoscale is used to form hydrogels with

less than 50 nm matrix nanopatterns. For example,

amphiphilic triblock copolymers of poly(e-
caprolactone) and PEG were allowed to self-assemble

in aqueous solution to form 30–40 nm ordered cylin-

drical structures [14]. Following electron beam cross-

linking of the microphase separated mixture, the PCL

phase was removed by hydrolysis to form a porous

hydrogel, which can potentially be patterned in 3D

with cell-responsive functional groups. In a similar

approach, microphase separation of a blend of poly-

styrene-block-poly(ethylene oxide) (PS-b-PEO) and

arginine-glycine-aspartic acid (RGD)-conjugated

PS-b-PEO was used to form nanoscale domains of

RGD integrin-binding peptide in the hydrogel matrix

[15]. By manipulating phase separation of the diblock

copolymer, domain sizes of 8–14 nm, lateral spacing of

62–44 nm, and island densities of 450–900 per mm2

were formed. In a related approach, a blend

of methacrylated PEG-b-PLA-b-PEG (PLA denotes

poly(lactic acid)), methacrylated biotin-PEG, and a

self-assembling lyotropic liquid crystalline mesophase

as the polymerization template was used to generate

biotinylated hydrogels with lamellar matrix morphol-

ogy [16]. The biotin-avidin chemistry was used to
attach integrin-binding RGD peptide to the nanostruc-

tured matrix. In a similar approach, a mixture of blank

alginate chains and integrin-binding RGD-coupled

alginate chains was cross-linked in aqueous solution

to form nanopatterned RGD islands in an alginate

matrix [17]. Similarly, a mixture of thiol-derivatized

hyaluronic acid (HA) and acrylated nanogels was

cross-linked to form a uniformly distributed nanostruc-

tured HA hydrogel [18].
Cell Engineering with Nanopatterned Gels

When cardiomyocytes were seeded on PEG hydrogels

patterned with 50–150 nm nanopillars, cell adhesion

was significantly enhanced and formed 3D aggregates,

which retained their conductive and contractile

properties [12]. Neonatal rat ventricular myocytes

(NRVMs) seeded on anisotropically nanofabricated

hydrogel substrates, with ridges/grooves in the

50–800 nm range, had perfect alignment with the

ridge/groove direction, the direction of cell contraction

was closely aligned with the pattern direction, and the

action potential direction was anisotropic, when

compared to unpatterned hydrogel substrates [19].

The spreading of NIH-3T3 fibroblasts increased from

1,100 to 1,700 mm2 as 3D lateral spacing of RGD

integrin-binding domains in a PS-b-PEO hydrogel

matrix was decreased from 62 to 44 nm [15]. The

phosphorylation of Y397 focal adhesion kinase, cell

spreading, and osteogenic differentiation of MC3T3

preosteoblasts depended on the spacing of RGD

islands in an alginate matrix. Closer spacing of RGD

islands favored phosphorylation of Y397 and cell

spreading while wider spacing favored differentiation,

and proliferation was a function of RGD density in the

matrix [17]. Block copolymer micelle lithography

followed by ligand conjugation was used to form

a gradient in the spacing of cyclic-RGD peptide, spe-

cifically recognized by avb3 integrins, on a substrate
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[20]. The gradient in cyclic-RGD spacing induced

cell orientation toward shorter spacing. In another

study, integrin clustering on MC3T3-E1 osteoblasts

depended on the local order of RGD ligand arrange-

ment on the substrate for average ligand spacings

>70 nm [7]. Cell adhesion was lower on substrates

with ordered RGD pattern and higher on disordered

patterns. Human embryonic stem cells seeded on poly-

urethane gels with 350-nm grooved arrays, fabricated

by UV capillary force lithography, differentiated

directly into the neuronal lineage in the absence of

differentiation-inducing agents [21]. Submicron pat-

tern of cell-repulsive PEG hydrogel on an adhesive

substrate can discriminate between different cell

types. At the highest PEG density with overlapping

patterns, neither neurite cells nor astrocytes adhered

to the substrate [22]. As the spacing between PEG

patterns was increased to 2 mm, neurons were able to

grow and form long axons while astrocytes were

unable to grow. At higher PEG spacing of 10 mm,

both neurons and astrocytes were able to grow on the

patterned substrates. In an interesting study, poly(vinyl

alcohol) (PVA) nanogels were used to form nanoarrays

of tethered lipid bilayer rafts (tLBRMs) on a solid

substrate to study the effect of cell membrane’s lipid

rafts on signal transduction [23]. In this work, PVA

hydrogel was nanopatterned on a gold substrate using

UV nanolithography to form selective nanowells.

After covering the gold nanowells with a monolayer

of vesicle rupturing promoter, tLBRMs were selec-

tively immobilized on a gold substrate between the

PVA nanogels by monolayer-assisted vesicle fusion.

These studies clearly demonstrate that engineered

hydrogels can play a major role in understanding the

effect of topography and ECM ligands, patterned at

the nanoscale, on cell shape, morphology, phenotype,

and fate.
Future Direction

A number of techniques such as electron beam pattern-

ing and micelle lithography have been developed for

nanoscale patterning of hydrogel surfaces. However,

there is a need to develop techniques for 3D patterning

of hydrogels at the nanoscale, as the interaction of cells

with ligands in the ECM is three dimensional. Related

to that, the effect of surface pattern of adhesive ligands

on cell shape and morphology has been studied
extensively but there is a need to conduct similar

studies in 3D within a nanopatterned hydrogel matrix.

Those studies should be extended to the effect of 3D

pattern of ECM ligands on cell differentiation, lineage

selection, and fate.
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Definition

A nanogap biosensor is an arrangement of two

electrodes separated by no more than 300 nm that is

used to electrically detect biologically relevant

materials, reactions, or interactions in solution.

The limit of 300 nm is imposed because it represents

the practical upper limit of the characteristic thickness

of the electrical double layer, which forms at all

charged surfaces in aqueous solutions.
Overview

Nanogap biosensors are made using various micro-

and nano-fabrication techniques to create

a nanometer-scale detection region. This region is

interrogated using electrical techniques to sense and

measure the presence or activity of a biomolecule. All-

electrical measurements offer the promise of low cost,

rapid, and label-free detection. Many arguments are

made for using nanogap biosensors, including higher

sensitivity, reduction of parasitic effects, overlapping

double layers, and the use of molecular-sized cavities.

Liang and Chou use a nanogap electrode arrangement

inside of a nanofluidic channel like a pore for detecting

(and eventually sequencing) single strands of DNA [1].

Im et al. exploit the fact that a molecule can occupy

a significant portion of the nanogap, thereby making it

very sensitive to low numbers of molecules:

By functionalizing the surface of the nanogap, analyte

binding significantly changes the electrical character-

istic of the sensing electrodes [2].

The electrical double layer, a cloud of counterions

that balances out the charge present on any surface in

solution, is often seen as a parasitic component of
electrical measurements: This layer shields the bulk

solution from the induced electric field thus decreasing

the sensitivity of alternating current detection tech-

niques. Because nanogaps have dimensions similar or

smaller than the double layer thickness, the electric

potential in a nanogap distributes differently than in

a macroscale gap. In fact, nanogap devices typically

create environs where the volume of interest consists

exclusively of double layer regions, actually eliminat-

ing the bulk solution from the measurement.

Elimination of the bulk response is desirable in many

situations, where measurement and quantification of

very few or even single molecule events is of interest,

making the concept of overlapping double layers in

nanogaps very compelling.

The sensors developed thus far can be classified by

the geometry of the detection region. According to the

number of dimensions along which the sensing cavity

exists, there are three categories as depicted in Fig. 1:

1D nanogaps refer to point gap junctions, 2D devices

consist of coplanar electrodes or “fractured planes,”

and 3D nanogaps are “nanocavities,” where the elec-

trode surfaces forming the cavity have a significant

area relative to the gap length.

As form follows function, the measurement tech-

niques and applications can be correlated with the

geometry. 1D and 2D nanogaps are typically interro-

gated with DC voltages to produce a resistive measure-

ment, while 3D nanogaps are mostly interrogated

using AC measurement techniques, to measure

a complex impedance response. Consequently, the

discussion of nanogap biosensors is divided below

into two sections.
One- and Two-Dimensional Nanogap
Biosensors

Advantages and Disadvantages

The key advantage of one- and two-dimensional

nanogaps as biosensors is the opportunity for surface-

bound molecules to occupy a significant portion of the

interelectrode spacing, thereby increasing sensitivity,

even enabling single molecule detection [3].

The main drawback of these sensors is the difficulty

in ensuring specificity in the measurements. For this

reason, the electrodes in the device need to have been

functionalized appropriately before sample introduc-

tion, to enable the determination of presence

http://dx.doi.org/10.1007/978-90-481-9751-4_19
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or absence of specific molecules quickly and with off-

the-shelf electrical meters: IV (current–voltage)

meters, electrochemical measurement stations, or

patch clamp amplifiers.

From a fabrication point of view, while it is in

principle very easy to fabricate one-dimensional

nanogap electrodes by electromigration, repeatability

of this process can be an issue; conversely, fabrication

via electron beam lithography allows for extreme

control and repeatability but has slower throughput

and higher cost.

Methods of Fabrication

One-dimensional nanogap structures are most com-

monly realized using electromigration, electron-beam

lithography, or a combination of the two techniques. In

some cases to shrink gaps to nanometer dimensions,

methods such as surface-catalyzed metal deposition or

dielectrophoretic transport of metal nanoparticles are

used. The latter methods are advantageous as they

enable fabrication of many nanogap electrodes at

once. On the other hand, electron beam lithography

offers the elegant advantage of directly writing
nanoscale features in photoresist, which, incorporated

with ion milling, lift-off, or unique metal deposition

techniques, allows for the creation of nanogap elec-

trodes. Electromigration is an intriguing technique,

because it was an originally undesirable effect often

encountered in the electronics industry. As metal lines

got smaller and smaller, the relatively higher current

densities would cause breaks to occur. These breaks

were a result of a momentum transfer between the

electrons comprising current and the atoms in the

metal lattice [4]. Breaks tended to happen at grain

boundaries or along defects in the lattice, and were

highly dependent on temperature. Researchers

interested in molectronics (a field of study whereby

individual molecules are used to perform electronic

functions) recognized that this technique could be

used to create nanogap electrode junctions.

This method offers the ability to get very small point

gaps in an inexpensive manner, but there is a notable

lack of control. Numerous groups have made strides in

creating feedback control for electromigrated nanogap

devices in order to reliably control the gap sizes in

addition to offering parallel fabrication methods [5].
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Another method is the chemical deposition of metal or

electroplating which allows for the creation of nanogap

devices using traditional fabrication methods that

would not normally be capable of nanoscale dimen-

sions. Lastly, a few groups have used either mechani-

cal manipulation of electrodes to create nanogap

devices or have mechanically broken wires to create

nanoscale gaps [6].

Two-dimensional nanogap devices are similarly

realized using metal deposition over a sacrificial linear

feature to create a linear nanogap. Oblique metal

deposition is a simple way to create a metal overhang

in order to form a nanogap [7]. Similar to

one-dimensional nanogap sensors, electron beam

lithography is a suitable alternative for 2D nanogap

fabrication as well as the use of sacrificial layers [8].

Measurement Methods

Direct Current Measurements

The most elementary way of acquiring data from

a nanogap biosensor is to apply a DC (direct current)

potential, while measuring current flow through the

sensor electrodes: When the gap is “open,” no current

flows through except for a small tunneling current.

When a biomolecule, or other sample, is attached to

both the electrodes or otherwise closes the circuit,

a larger direct current starts to flow. Specificity in the

measurement can be attained by appropriate functiona-

lization of the electrodes’ surface.

In the case of measurements carried out in solution

a background current is continuously measured due to

ion transport in the solution. Sample attachment to the

electrodes is not necessary, and just proximity of

charged species (such as DNA molecules) can be

detected by measuring increases in current.

Ohm’s law, I ¼ V
R , is in most cases sufficient to

interpret the data acquired.

The tunneling current by itself can be used to char-

acterize the device and estimate the distance between

two electrodes, if the gap is too small to be detected by

optical or electron microscopy.

The equation describing the tunneling current

between two electrodes is:
K1A � �

I ¼

S2
X2 exp �k2sXð Þ � Y2 exp �k2sYð Þ (1)

where X ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
f� V

2

q
, Y ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
fþ V

2

q
, k1 ¼ 6:32� 1010Vs�1,

k2 ¼ 1:025J�
1
2, A is the emission area in cm2, s is the
electrode separation or distance in Å, f is the barrier

height, and V is the voltage in Volts [9].

Current–Voltage (IV) Measurements

To determine the behavior and characteristics of

the molecule under study, or the sensor itself, DC

potential can be swept in incremental steps from

a negative to a positive potential and the resultant

current traces drawn: Asymmetries and/or nonline-

arities in the measured IV traces can be used to

extrapolate characteristics of the sample under

study.
Three-Dimensional Nanogap Biosensors

Advantages and Disadvantages

Three-dimensional nanogap devices are significantly

different from one- and two-dimensional nanogaps in

fabrication methods, measurement techniques, and in

many cases, applications. 3D nanogaps contain

a significant volume relative to the nanogap width.

This nanocavity allows for both surface bound and

free molecules to be monitored. Alternating current

measurement techniques are typically used (e.g.,

dielectric or impedance spectroscopy), which provide

data from which meaningful biological parameters can

be extrapolated (e.g., binding efficiency of biomole-

cules, hydrodynamic radius of proteins).

The key advantages of nanogap biosensors using

impedance detection techniques (e.g., impedance

spectroscopy) are a homogeneous interrogation elec-

tric field and the opportunity for surface-bound mole-

cules to occupy a significant portion of the detection

volume, thereby increasing sensitivity.

The disadvantages of these devices include com-

plex fabrication, difficulty in coupling to external

equipment without introducing parasitic components,

and the need for on-sensor reference electrodes and

controls.

Methods of Fabrication

Three-dimensional nanogap devices are almost exclu-

sively fabricated by provisionally incorporating

a sacrificial layer of nanoscale dimensions, which is

used to separate two conducting (metal or semiconduc-

tor) electrodes. When this sacrificial layer is removed

or etched away, in the final steps of the fabrication

protocol, a nanocavity is created.



Nanogap Biosensors, Table 1 Debye lengths (lD) as a func-
tion of electrolyte concentration expressed as molarity (M)

Debye lengths

c0 (M) lD (nm)

100 0.30

10�1 0.96

10�2 3.04

10�3 9.62

10�4 30.4

10�5 96.2

10�6 304
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A common technique is to use a thermally

grown oxide layer, which creates a precise thickness

by tightly controlling growth conditions. This layer

can then later be fully or partially removed with

a wet etch.

The materials used to form the electrodes vary, but

the significant majority of nanogap devices use either

gold or semiconductor electrodes. Gold has numerous

advantages over semiconductors for many of these

devices, including biocompatibility, ease of surface

modification (through thiol-based chemistries), stabil-

ity (resistance to oxidation), and off-the-shelf avail-

ability. One disadvantage of gold is the lack of

compatibility with some fabrication processes. In

such cases semiconductor electrodes have been used,

despite their inherent shortcomings: mediocre conduc-

tivity and susceptibility to spontaneous surface oxida-

tion [10].
X

@c

J ¼ �D Hc � z Fc u Hf (6)

N

Overlapping Electrical Double Layers

In order to understand why 3D nanogap devices are so

interesting as biosensors, the topic of overlapping elec-

trical double layers must be covered. The electrical

double layer at a single electrode surface is discussed

in depth by Lyklema [11]. At a charged surface,

electromigration of charged species balances with dif-

fusion to create a diffuse layer of counterions that

shields the bulk solution from the electrode’s potential.

Inside a nanogap, the situation is much different:

The double layers can occupy the entire volume. The

presence of the bulk solution, which can be measured

in terms of parasitic capacitance and resistance, is

virtually nonexistent. Depending on the solution’s

properties, the double layers can actually “overlap.”

This term has been used to describe the situation where

the Debye length is greater than the distance between

the electrodes. The Debye length (lD) is the character-
istic length scale of the double layer thickness, and is

defined for a symmetric electrolyte:

lD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e0eRT
2z2F2c0

r
(2)

where e0 is the permittivity of free space, e is the

relative permittivity of the solution, R is the gas con-

stant, T is the temperature in Kelvin, z is the chemical

valence of the electrolyte, F is the Faraday constant,

and c0 is the molar concentration of the electrolyte.
Table 1 shows theoretical Debye lengths for a

symmetric monovalent electrolyte at room tempera-

ture. These lengths can range from less than

a nanometer to hundreds of nanometers, so for many

of the nanogap devices in use and under development,

overlapping double layers are a commonality.

To investigate the electric potential that results from

the distribution of ions or charges inside of a nanogap,

Poisson’s equation is used:

H2f ¼ �rE
e

(3)

where f is the electric potential and rE is the charge

density:
rE ¼ F
i

zici (4)

where i represents the ion species. If the nanogap is to

be considered a closed system, mass must be

conserved, so the following equation is also required:
i

@t
¼ �H 	 Ji þ Ri (5)

where Ji is the flux density in mol/cm2/s and Ri is the

production of species i, which is assumed to be zero at

the voltages common for impedance spectroscopy. The

flux density can be shown as:
i i i i i i

where Di is the diffusion coefficient and ui is the ion

mobility. This represents diffusive flux and electric

flux, as represented by the two terms in this equation,

respectively. Flux across the boundaries is assumed
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to be zero, and the potential on the two electrode

surfaces are:
fðx ¼ 0Þ ¼ �fðx ¼ LÞ ¼ f (7)
0

The distance between the electrodes, L, is varied.

A dimensionless ratio of the distance between the

electrodes and the Debye length is defined to be Sn:
L

Sn ¼ lD

(8)

The results from this solution are shown in Fig. 2.

Although this analysis is based on steady-state

assumptions, it is a good approximation for most

impedance spectroscopy systems, since the relaxation

frequency of the electrical double layer is typically

faster than the frequency of the current injected by

the analyzer.

It is clear from the numerical solution shown

in Fig. 2 that when the double layers overlap, the

potential drop across the electrodes approaches
a linear regime. This is significantly different from

a macroscopic gap, where virtually all of the potential

drops across the double layers and the bulk solution in

a macro-gap typically exhibits a null electric field. This

is an important point for biosensors, since the entire

solution should ideally be subjected to the same con-

ditions. For macroscale electrode sensors, molecules in

the middle of the gap will behave much differently

from molecules found on or near the electrode

surfaces. The uniform field inside a nanogap is

a significant advantage for these devices, since all

molecules inside of the gap will see the same electrical

conditions. The bulk solution is essentially removed,

thereby providing, at least in theory, a more homoge-

nous response. Figure 3 depicts a simple illustration of

the electrical double layers in a macroscale gap and

a nanogap with overlapping double layers.

Measurement Methods

The detection method is typically achieved by measur-

ing the complex impedance response to either a single

excitation frequency or a full range of frequencies, or
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spectrum: The impedance spectrum of a system is

measured by applying a frequency-dependent excita-

tion voltage and measuring the resulting current. From

the impedance spectrum and the geometrical parame-

ters of the system, the complex permittivity or dielec-

tric spectrum is derived.

Kaatze and Feldman have comprehensively

reviewed the basic principles of dielectric spectros-

copy and the methods in use to measure the dielectric

properties of liquid samples over the frequency range

from about 10�6–1012 Hz [12].
Conventionally, a small AC (alternating current)

potential, V*(jo), swept over a range of frequencies is
applied. The electrical current response, I*(jo), is

measured and the complex impedance Z*(jo), of the
system is:
V
 joð Þ

Z
 joð Þj j ¼

I
 joð Þ ¼ ZREðjoÞ þ jZIMðjoÞ (9)
* *
Here Z RE (jo) and Z IM (jo) are the real and imag-

inary parts of the complex impedance, respectively.
The magnitude and phase angle of the complex imped-

ance are
Z
 joð Þj j ¼ ZREðjoÞ½ �2 þ ZIMðjoÞ½ �2 (10)

and

ff Z
 joð Þ ¼ arctan
ZREðjoÞ
ZIMðjoÞ (11)

respectively.

Knowing the geometrical and physical parameters

of the biosensor, it is possible to model the physical

mechanisms of conductivity and polarizability with

equivalent circuit analysis. Using networks of resistors

and capacitors, the response of the system under con-

trolled conditions can be predicted, and consequently

the detection of biological events that cause deviations

from the predicted response.

Determination of an appropriate equivalent model

requires some a priori knowledge of the chemistry and

physics of the system. Because multiple models can be
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found to fit any acquired set of impedance data, the

choice of the “most appropriate” model is often

the result of a complex balance between complexity,

in terms of raw number of circuit elements employed,

and efficiency, in terms of which chemical and

physical phenomena of the system need to be

characterized and with what level of sensitivity.

In general, it is of the utmost importance to design

a nanogap sensor system where the number of parasitic

circuit elements (which tend to increase the complex-

ity of the resultant equivalent circuit model) is mini-

mized, while the impedance response of the system is

maximally affected by specific biological events

taking place in the nanogap. This is usually achieved

by a combination of clever design, appropriate choice

of materials, and a reasoned choice of range of

frequencies to be measured.

To maximize sensitivity, it is advantageous to have

large active areas and small interelectrode distances,

maximizing device capacitance. In the particular case

where biomolecules are sensed as they bind to the

surface and modify the double layer, it is also conve-

nient to minimize the contribution of the bulk solution

to the overall impedance, which leads to a sensitivity

response that is inversely proportional to the

interelectrode distance. Defining x as the quality

factor, the two dependencies can be formulated as

follows:

For a generic parallel-plate capacitive sensor, the

measured quantity is capacitance, while the sensed

parameter is the permittivity e. The two are related by

the well-known expression:
A

C ¼ e

d
(12)

where A is the area of the electrodes, d the distance

separating them, and e the permittivity of the dielectric

between the two plates. To maximize the measured

capacitance given a fixed permittivity it is necessary

to maximize the area-to-interelectrode distance ratio.

Therefore, the first quality factor can be defined as
C A

x1 ¼ e

¼
d

(13)

For the specific case of sensors sensitive to surface

binding events where bulk contributions (due to the

total volume enclosed by two parallel electrodes) are to
be minimized, a second quality factor can be defined as

the area-to-volume ratio, i.e.,
x2 ¼ V
¼

A 	 d (14)

The combination of these two factors yields:
x ¼ x1x2 ¼ d2
(15)

This dimensionless parameter can be used to

quantitatively compare the efficiency of different

nanogap sensors, as well as to optimize the design of

new sensors.

Although alternating current methods are the most

common methods used with 3D nanogap biosensors,

changes in direct currents (and similarly, shifts in IV

curves) have been used [13].
Key Research Findings

Some key pieces of literature are briefly listed below.

This list is not meant to be exhaustive, but rather

illustrative of the most significant research findings

achieved using nanogap sensors, and a starting point

for further exploration.

One- and Two-Dimensional Nanogap Biosensors

One- and two-dimensional nanogap devices have been

used mostly in proof-of-concept studies, to determine

the ability to detect and to a limited extent, characterize

nucleic acids (DNA, RNA) binding events, and pres-

ence of other biologically relevant biomolecules such

as proteins and antibodies. Chen et al. detected specific

target DNA concentrations of as low as 10 picomolar

identifying single-base-pair mismatches [14]. Liang

et al. observed electrical signals caused by 1.1

kilobase-pair (kbp) double-stranded (ds)-DNA passing

through the gap in the nanogap detectors with a gap

equal to or less than 13 nm [15]. More recently,

Cingolani et al. demonstrated that hybridization events

are detected by the discrete increase in conductivity

when the target AuNC–DNA conjugates bridge the

electrode gap [16].

The electrical detection of other biomolecular

interactions has also been demonstrated. For example,

Haguet et al. have detected the capture of antibodies as
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well as the specific interaction between the biotin and

the streptavidin molecules [17]. Subsequently, the

same group has shown that the same method can be

extended to the detection of immunoglobulin G (IgGs)

in serum using protein probes [18].

Three-Dimensional Nanogap Biosensors

Three-dimensional nanogap resistive sensors with

gaps of 5, 10, and 15 nm have been used to detect

biotin–streptavidin binding events by measuring peak

increases in direct current [13].

Single-frequency AC impedance measurements

have been used successfully with three-dimensional

nanogap sensors adopting metal electrodes and inte-

grated reference sensing on-chip, for the detection of

thrombin, a blood clotting factor, and to investigate

its binding properties to a specific antibody and

RNA-aptamer. A similar device was used to study the

interaction of the Rev peptide with a corresponding

RNA anti-Rev aptamer in concentration spanning

the range of 100 nM–2 mM. The parasitic effect

of the double layer was significantly reduced

by using measurement frequencies of 800–1,280

MHz [19].

AC impedance spectroscopy has also been used to

specifically detect the presence of thrombin in solution

by looking at impedance spectra recorded using an

20mV AC signal swept over a frequency range of 10

Hz–100 kHz [20].

Similarly, hybridization of poly-A nucleotides to

immobilized poly-T between nanogap electrodes has

been shown to result in a measurable change in capac-

itance over a frequency range of 100 Hz–10 kHz [21].
Future Directions

At this point in time, the development of nanogap

biosensors is still in the research phase, i.e., there are

no commercially available nanogap biosensors. How-

ever, the promise of sensitive, label-free devices with

small footprints is alluring. Great strides have

been made in terms of nanogap manufacturing and

detection. Future work is needed in scale up of

manufacturing, as few groups have achieved repeat-

able large-scale fabrication. This will be essential in

developing sensors in quantities at low cost.

For applications relating to nucleic acid determina-

tion and sequencing, increases in sensitivity and
specificity are necessary for these biosensors to

compete with existing industry standard sensors

which offer fluorescence-based readouts.

Specific label-free, all-electrical nucleic acid detec-

tion can still be valuable for diagnostic point of care

devices, although additional work is needed to enable

multiplexed detection which will allow the analysis of

a panel of biomarker sequences, rather than a single

short target sequence.

Similarly useful will be nanogap devices that enable

the detection of specific proteins in serum or blood,

forfeiting the cost and complexity associated with

traditional antigen–antibody assays such as ELISAs.

Devices aimed at point-of-care testing are particularly

exciting because this application capitalizes on the

inherent advantages of a nanogap: small volumes,

small footprint, low power consumption, and label-

free, all-electrical detection. The future will likely see

many point-of-care biosensors using electrical-based

detection, and perhaps nanogap technology can play an

important role.
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Synonyms

Nanotweezers
Definition

Nanogrippers are micro- or nanoactuators equipped

with high-precision dual end-effectors, capable of

applying controllable, opposing forces on nanoscale

objects, and thereby allowing these to be lifted free

from a surface, held in a well-defined position, moved

to another position, and placed in a controlled way.
Overview

Nanogrippers allow structures with at least one dimen-

sion being of order 100 nm or smaller to be manipu-

lated in a predictable manner. Such grippers consist of

one or more actuators, which determine the gap

between two or more end-effectors. The actuators are

operated through variations of a physical quantity,

which is typically an electrical current or voltage, but

might also be the temperature, a magnetic field, or even

light. While there is a wide selection of actuators

available for conventional microelectromechanical

systems (MEMS), nearly all nanogrippers which have

been demonstrated in practical manipulation of

nanostructures so far have either used electrostatic or

electrothermal actuation. These actuation principles

combine simplicity and compactness of design with

predictable actuation behavior, and are well suited for

downscaling. The nanogripper itself could in principle

have any size, as long as this does not prevent it from

accessing and manipulating nanostructures in

a controlled manner. There are, however, several rea-

sons why grippers shown to be effective in manipula-

tion of nanostructures tend to have an overall size

significantly smaller than microgrippers; large grip-

pers tend to block the line of sight of the microscope

which is necessary to align the gripper to the object. By

using conventional contact photolithography, the

lateral resolution with which the end-effectors – the

parts of the gripper touching the sample – can be shaped,

is limited to around 1 mm. While high-precision fabri-

cation techniques such as electron beam lithography and

focused ion beam lithography can be used to achieve

more well-defined end-effectors, nanogrippers have

been realized with multiwalled carbon nanotubes acting

as both electrostatic actuators and end-effectors.

Nanogrippers can be used to manipulate objects which

are difficult or time-consuming to approach, touch and

move, or to place them in special positions. While

http://dx.doi.org/10.1007/978-90-481-9751-4_100576
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manipulation is inherently slow compared to conven-

tional parallel fabrication techniques in terms of mass-

fabrication, gripper-based nanoassembly has shown to

be a flexible, rapid prototyping technique with a short

turn-around time for small scale production of

nanodevices. Roboticmanipulation usingmicrogrippers

has for instance been used to break off individual carbon

nanotubes from their initial positions, and mount these

onto cantilever probes for high aspect ratio atomic force

microscopy. Other applications for nanogrippers

include using the dual tips as a two-probe for fast

electrical characterization, for assembly of

nanostructures using dielectrophoresis or to arrange

nanoscale objects for subsequent structural analysis

with a Transmission Electron Microscope.
N

Design Considerations

The choice of actuator principle has considerable influ-

ence on the size, shape, actuation range, accuracy, gen-

erated force and thereby the applicability of a gripper

tool, and for nanoscale gripping the options are in prac-

tice much fewer as compared to microgrippers. Piezo-

electric actuators made from ceramic materials can

generate very precise motion with a high force, but are

notoriously difficult to integrate in a small tool. A large

number of actuation principles have been proposed for

nanogrippers and nanotweezers, however, nearly all

attempts so far resulted in working devices have been

made with either electrostatic or electrothermal actua-

tion. Both of these principles provide a reasonable com-

promise between ease of fabrication and device

integration, high reliability, high resolution, a large gen-

erated force, and a small overall footprint. The discus-

sionwill mainly focus on these two, as a treatment of the

numerous other potential actuation principles and their

role in hypothetical nanogrippers is beyond the scope of

this chapter.

With a very few exceptions all nanogrippers per-

form their motion in a single plane. Conventional bulk

micro- and nanofabrication is highly suited for making

in-plane actuators for electrostatic and electrothermal

actuation, which is very convenient for miniaturiza-

tion. Where electrostatic actuation uses Coulomb

attraction between oppositely charged capacitor plates

to generate a force, electrothermal actuation arises

from exploiting the thermal expansion of materials,

when heated up by an electrical current. In a review
article, Sahu [1] discuss the most relevant actuator

options for micro and nanomanipulation, and lists the

key design characteristics, which are adopted for

nanogrippers in the following:

Size – small size to allow interaction with nanoscale

components. An important trade-off for all types of

grippers is to make the actuators, or at least the end-

effectors, small and precise enough for delicate

manipulation with a good line-of-sight between

the microscope objective lens and the manipulated

object, while at the same time providing

a sufficiently solid structure to overcome surface

forces between the object and the substrate or in

some cases to break off the object from its initially

fixed position. Many designs fail to be ever used in

practice because they either make it extremely dif-

ficult to observe the manipulation process due to

their bulkiness, or because the force they provide is

too small to detach the objects of interest from

a surface in a controlled way. Finally, larger actua-

tors often suffer from out-of-plane bending of up to

tens of micrometers, requiring constant realign-

ment, and can lead to damage of the samples. This

is not necessarily a problem for manipulation of

microscale objects, but can make nanomanipulation

extremely difficult and cumbersome.

Range of motion and applied force – depending on the
size of the objects, as well as how much force is

required to release them from their initial position,

a proper balance between range of motion (actua-

tion range) and gripping force must be chosen –

generally, this is a trade-off given by the choice of

actuation principle and design.

Actuation resolution – the deflection per input voltage/

current should be small enough to accurately

administer the force, for example, in the range

0.1 nm/mV for a voltage source. Since the deflec-

tion is basically quadratic in drive signal, both for

electrothermal and electrostatic nanogrippers, the

resolution depends on the deflection.

Contact and force-sensing – to avoid damage to sam-

ples, and to allow detection of the nanogripper,

contact and force-sensing are very attractive fea-

tures. This is best done with either capacitive or

piezoresistive readout, which unfortunately both

add to the complexity of the devices, and therefore

make design of nanogrippers even more challeng-

ing. In practice, analysis of microscope images

often serves as a convenient way to both detect
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contact and to infer the applied forces. Knowing the

spring constant of a gripper, the gripping force can

be estimated from the observed deviation from its

known mechanical equilibrium position. It is still

very challenging to detect forces in a range that

is relevant for manipulation of nanoscale objects

[22], in particular if such sensitive force-sensing

components have to be integrated with a minute

nanogripper device. For biological nano- and

microscale objects, the relevant force range is pN

to nN. NanoNewton force resolution for

microgrippers can be achieved by capacitive read-

out [2]. Manipulation of hard, rigid objects like

silicon nanowires or multiwalled carbon nanotubes

may involve forces of order nN, while for picking

up (detachment or breaking) of such structures

forces in the mN range are relevant [3].

Power – a low power dissipation is beneficial for

avoiding damage to the samples, and in the case of

electrothermal grippers also to protect the grippers

themselves. High peak temperatures in such grip-

pers may cause deformation or failure not just in

polymer but also metallic or silicon actuator struc-

tures. Careful topological design of the layout [4],

or proper choice or combinations of materials [5]

can significantly reduce the peak temperature at the

end-effector and the overall heat dissipation to the

environment.

Fabrication and material selection – Both for electro-

static and electrothermal actuators, the choice of

material and fabrication strategy can have a great

impact. While silicon is often chosen as a default

material due to the availability of proven fabrication

methods and its excellent mechanical properties,

there are sometimes more suited alternatives. For

instance, the much larger thermal expansion coeffi-

cient of the polymer SU-8 in combination with

a metallic heating layer can provide large actuation

stroke at far lower temperatures than pure metallic or

silicon actuators [5]. With photolithography, it is

possible to fabricate end-effectors capable of manip-

ulating nanoscale objects with dimensions down to

around 100 nm [4, 6, 7]. For entering the sub-100 nm

range, electron beam lithography (EBL) is an obvi-

ous choice due to its order-of-magnitude improve-

ment of the resolution compared to

photolithography. Alternatively, focused ion beam

milling can be used to fine-tune end-effectors [8].
Micro- and nanoscale surface interaction – while van

derWaals interactions comprise the most consistent

and ubiquitous type of surface force, several other

kinds of interactions interferes with nanogripper

operation depending on the environment and the

involved surfaces. Such effects are mostly but not

always unwanted. In humid conditions, capillary

forces are the most prominent among a wide

range of surface/contact interactive effects [9],

while electrostatic forces due to charging by the

electron beam can lead to strong stiction and

unpredictable motion and behavior of

nanostructures for instance inside a scanning elec-

tron or ion microscopes where the constant bom-

bardment with charged particles can lead to strong

charge accumulation. In both focused electron and

ion microscopy, the intense beam can also directly

lead to “gluing” or fusing of objects, by deposition

of carbonaceous material.

Scaling, Surface Forces, and Pick and Place

The concept of nanogrippers is based on the presump-

tion that manipulation using opposing forces is some-

how useful analogous to human hands, tweezers, and

grippers in interacting with the macroscale environ-

ment.While robotic grippers comprise one cornerstone

in the industrial civilization with more than a million

industrial robots in operation worldwide, many of

which are using gripper-like end-effectors, it is not

at all obvious that manipulation can ever be as impor-

tant on a scale that is six orders of magnitude smaller.

In the macroscale world, mechanical forces and

gravity play an important role, simply due to the

volumetric size and mass of the objects compared to

the surface area. A stone is picked up using a hand,

while sand or dust is far easier to wipe up with a wet

cloth, due to capillary forces. The dominant role of

surface forces in nanomanipulation can be illustrated

by considering a sphere of radius R in close

contact with a flat surface, assuming these to be sepa-

rated by a small distance D. Both the van der Waals

force [9]:
FvdW ¼
6D2

(1)
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and the capillary force
F ¼ 4pg R cos y (2)

N

cap L

for this system are linearly dependent on R. The

Hamaker constant AH � 10�19J represents the com-

bined van der Waals interactions acting between the

atoms in the sphere and the surface, gL ¼ 0:072 J=m2

is the surface tension of water, and y is the contact

angle. Comparing the magnitude of these forces to the

gravitational force, Fg ¼ 4pR3rg=3, where r is the

density and g is the acceleration of gravity, the surface
forces exceed the gravitational force for objects

smaller than roughly 10�3 m. While for macroscopical

objects, surface roughness generally decreases the

effective contact area and thus the surface forces by

orders of magnitude, surfaces and nanostructures

encountered in nanomanipulation are ever so often in

much more intimate contact – either because the

nanostructures are small compared to the scale of the

surface features, or because the surfaces involved are

atomically smooth, such as the surface of a carbon

nanotube. Even in the extreme case of the effective

contact area being reduced by three orders of magni-

tude due to surface roughness effects, the surface

forces still dominate over the gravitational forces for

objects in the submicron scale.

If the object can be picked up by adhesion forces

using just a single end-effector, it appears that there is

not much use of dual end-effectors; it is frequently

observed in practice that the object remains attached

to one of the end-effectors after the gap has been

opened. The macroscale analogy is picking up sand

or salt using a pair of tweezers as compared to using

a moist cloth. In this case, the capillary forces are

clearly more effective than a mechanical force. How-

ever, since the surface forces can keep nanoscale

objects strongly fixed to a surface, the possibility of

applying a larger mechanical force may facilitate

picking up the objects [10]. For nanowires or carbon

nanotubes grown directly on a substrate, the dual end-

effector is highly suited; epitaxial nanowires and car-

bon nanotubes typically have a maximal strength of

order 10 GPa, with defect-free single-walled carbon

nanotubes closer to 60 GPa, significantly larger than

for instance hardened steel (1–2 GPa). A dual end-

effector can both apply the mechanical force necessary

to break off the object, maintain it in a fixed position
between the jaws [10], and finally deliver it with the

correct orientation at the target device or position. Dual

end-effectors are also convenient for electrical mea-

surements of an object held between the jaws [11].
Environment and Microscopy

As seen from the above discussion, the performance

characteristics of a nanogripper depend on a complex

interplay between the material properties, actuation

principle, size, and design of the gripper, but also the

application scenario in which the gripper are to be used.

A key aspect of a nanogrippers usability is indeed

the manipulation environment. This is determined by

the environmental tolerances of the samples to be

manipulated, the requirements, and limitations of the

microscopy technique needed for monitoring the pro-

cess, and finally the physical space required to host the

nanogripper, samples as well as the often quite bulky

positioning manipulators. Issues related to environ-

ment and microscopy are discussed in the following.

Nanomanipulation may be performed in vacuum,

ambient, or liquid conditions. A liquid environment is

often chosen for manipulation of biological samples,

and in this case the liquid is typically a saline solution,

which is electrically conducting. The biological

objects are typically damaged at elevated tempera-

tures, which nearly rules out electrothermal actuators

as these invariably dissipate heat into the surrounding

liquid when immersed. Similarly, most electrostatic

actuators reported on today require application of volt-

ages larger than a few volts, which leads to hydrolysis

and consequently bubble formation in the liquid,

which prevents any form of nanomanipulation.

Finally, the liquid environment makes optical micros-

copy the only viable option, which even at the very best

conditions makes alignment or even visualization of

immersed sub-100 nm structures extremely difficult.

The three-dimensional nature of nanogrippers

excludes ultrahigh resolution monitoring possible

with scanning probe microscopy, as such techniques

can only image and manipulate 2D and quasi-2D sur-

faces. Although atomic force microscope probes with

integrated carbon nanotube tweezers have been fabri-

cated by Akita and coworkers [12], a combination of

scanning electron microscopy and a separate scanning

probe was used in a later demonstration [13]. There has
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thus been little progress in gripper-based manipulation

of nanostructures in a liquid environment so far;

here, optical tweezers is a more powerful method

alongside other far-field manipulation strategies such

as dielectrophoresis [22].

Ambient or atmospheric conditions allow both elec-

trostatic and electrothermal grippers to operate in

a useful way. Just as for a liquid environment, optical

microscopy is the only practical option, providing imag-

ing of wire-like structure (such as carbon nanotubes)

with sizes down to roughly 100 nm and in some cases

tens of nanometers. In ambient conditions, and in par-

ticular in very humid conditions [9], water films will

reside on most surfaces and lead to strong capillary

forces as discussed above. These surface forces can

make picking and placing of objects difficult.

Vacuum conditions allow electron microscopes to

be used, and this is a strong advantage. The scanning

electron microscope allows imaging of nanostructures

with lateral dimensions down to 1 nm (such as single-

walled carbon nanotubes), while providing sufficient

space inside the specimen chamber for the manipula-

tion stages required to move the nanogripper. Capillary

forces are largely eliminated, and the absence of air

and water makes the behavior of the gripper more

predictable. However, the constant and concentrated

irradiation with electrons may damage the samples,

just as particularly biological samples cannot stay

alive in vacuum. Scanning electron microscopes also

tend to deposit thin layers of carbonaceous contamina-

tion, which can influence the sample, change the mor-

phology, or even bind the samples in unwanted

positions. A consequence of this is sometimes that

the manipulation has to be conducted with a strict

control of the imaging, to avoid excessive contamina-

tion. This electron beam induced contamination

(EBiD) can be used to an advantage, providing

a handy “glue,” which can be applied simply by focus-

ing the electron beam at a junction until a sufficient

amount of carbonaceous material has mechanically

connected the two objects [4, 6, 14].

Other types of electron microscopes are relevant to

mention. The transmission electron microscope pro-

vides atomic resolution in ultrahigh vacuum condi-

tions, but allows far less than a cubic centimeter of

sample space. It is possible to manipulate a single

sharp tip inside a TEM using highly specialized

nanomanipulators, but so far, nanogrippers as such

have not been used in situ TEM.
The environmental scanning electron microscope

(ESEM) allows up to about 10 mbar gas to be inside

the sample chamber, with a moderate degradation of

the imaging resolution. The ESEM is a very flexible

system for nanogripper operation, providing both high

resolution monitoring, a certain degree of control of

the environment and sufficient space to operate one or

more nanogrippers in situ. The dual beam FIB/SEM

combines a scanning electron microscope with

the focused ion beam system, which is highly conve-

nient for combination of nanogripper manipulation

with in situ shaping of nanostructures and nanotools,

deposition of metal electrodes, or fastening glue by

EBiD. To date, most gripper-based manipulation of

nanoscale objects has been done inside some type of

scanning electron microscope.

Finally, the nanomanipulation or nanorobotic sys-

tem used to perform the manipulation is a key factor in

the success of a nanogripper. A deep discussion of

nanomanipulation systems is beyond of the scope of

this text, however, a few, highly successful examples

of platforms for complex manipulative operations

include for instance the semiautomatic nanomani-

pulation system by Eichhorn, Fatikow, and coworkers

[14] with integrated depth detection using advanced

three-dimensional scanning electron microscopy and

image recognition technology, and commercial, high-

resolution multi-manipulator workstations from the

US company Zyvex Corporation and German compa-

nies Klocke Nanotechnik GmbH, Kleindieck

Nanotechnik GmbH, and Smaract GmbH.
Electrostatic Nanogrippers

The electrostatic actuator is very widespread inMEMS,

due to its convenient simplicity and ease of integration

with standard silicon fabrication processes. It has a fast

response time, provides nanometer-precision motion,

consumes very little power, and thus dissipates virtually

no heat to the surroundings. High-precision capacitive

position sensors can be made with the same fabrication

process and a similar capacitor layout, which means

that integration of capacitive position sensors and actu-

ators is natural and straightforward using bulk

microfabrication. Nevertheless, some of the simplest,

smallest, most well-known electrostatic nanogrippers

are constructed throughmanually nanoassembly, rather

than using bulk microfabrication.



Nanogrippers, Fig. 1 (a) Force against displacement showing

the mechanical equilibrium points where the linear elastic res-

toration force is balanced by the electrostatic force. At the

critical voltage Vc, there is a singular equilibrium point, beyond

which there are no stable solutions; the actuator thus experience

“pull-in” or “snap-in”. (b) the normalized bias voltage versus

displacement illustrates the sudden snap-in event at Vc
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Electrostatic Actuation

Electrostatic actuators are variable capacitors with air,

liquid, or vacuum as a dielectric. A voltage difference

V applied to two plates leads to a net electrostatic force

acting between these. Depending on the design, the

force Fel is translated into motion of two or more

end-effectors which can close around an object and

hold it, thus constituting an electrostatic gripper.

The electrostatic gripper comes in mainly two varie-

ties, the plate-type or the comb-type actuator. In the

generic plate-type actuator the capacitor gap is vari-

able, while in the generic comb-type actuator the effec-

tive (overlap) area is varied.

For a plate capacitor with area A and gap size g, and

absolute permittivity e the capacitance is C ¼ eA=g.
The capacitor plates are assumed to be kept in position

by a spring with the spring constant k. With an applied

voltage V across the capacitor plates the change in

potential energy DU for the spring-capacitor-voltage

source system [15] is
1 1

DU ¼

2
kðg� g0Þ2 �

2
CV2; (3)

where g0 is the initial gap size. In equilibrium the total

potential energy is minimum,=ðDUÞ ¼ 0, and thus for

actuation with one degree of freedom actuation the

balance equation becomes:

g� g0 ¼ 1

2

V2

K

@C

@g
¼ � eAV2

2kg2
: (4)
This corresponds to a spring force

Fm ¼ �kðg� g0Þ balancing the electrostatic force

Fe ¼ eAV2=2g2, which is quadratic in V. As the gap

is decreased the magnitude of the capacitance gradient

increases. At a critical voltage Vc corresponding to the

gap size g ¼ 2g0=3, the spring force can no longer

balance the electrostatic force, and the system becomes

unstable, which is illustrated in Fig. 1. The actuatorwill

experience a “pull-in,” where the gap size is reduced to

zero, possibly leaving the system in this state, even after

the voltage has been reduced to below Vc.

The instability can be avoided with the comb-type

design, where the capacitors are equipped with

interleaved, sliding pins. With this type of actuator,

the capacitance is changed through the area rather

than the gap size, as shown in Fig. 2. The force gener-

ated by comb-type actuators scales with the

number of gaps, so higher forces can be achieved by

increasing the area of the actuators. The displacement

is thus [1]:

Dx ¼ N
ehV2

kg2
; (5)

where N is the number of gaps, h is their height, and the

area between each capacitor pair is A ¼ hDx, see

Fig. 2. Comb-drives are generally larger and more

bulky than plate capacitor drives, and have only been

used in a few instances for nanoscale manipulation.

The operating voltage for electrostatic nano- and

microgrippers ranges from a few [12] to several



Nanogrippers, Fig. 2 Different types of electrostatic actuators

for nanogrippers. (a) Basic plate capacitor, where the gap size is

changed upon increasing the bias voltage V, while the area A is

constant. The movable part is thought to be connected to the

device via an elastic support, here represented by a spring with

a spring constant k. (b) A fixed center electrode the two end-

effectors to remain at the same potential, thus preventing current

from running through the gripped object. (c) A comb-drive used

to close two end-effectors. In this configuration, the overlap area

A between the two arrays of capacitors is varied, rather than the

gap size g, which avoids the pull-in instability. (d) Comb-like

drive where the direction of motion of the movable part is lateral

rather than vertical, with capacitor gaps g0 and g. This configu-

ration suffers from the pull-in instability, since it is essentially of

the parallel plate type
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hundred volts, depending on the design, the size, and

the requirements, with a resolution of order 1 nm.

Nanotube Nanotweezers

Although microgrippers of different types were devel-

oped already in the 1990, the first and most spectacular

type of gripper tool capable of manipulating

nanostructures is the nanotube nanotweezers [11]. This

gripper is comprised of multiwalled carbon nanotubes

glued to the sides of a glass microcapillary under an

optical microscope. On each side of the glass capillary,

a metal electrode is evaporated to provide electrical

contact to the carbon nanotubes. By applying a moder-

ate voltage the nanotubes were attracted toward each

other, until pull-in at 8.5 Vwhere the gap gwas roughly

equal to 2g0=3. The authors demonstrated picking up of

500 nm diameter fluorescent nanobeads. As an added

feature, the good electrical properties of the carbon

nanotubes allowed electrical characterization of the

held object. Following this approach, Akita et al. [12]

integrated carbon nanotubes with a atomic force micro-

scope probe, which was split in two electrically sepa-

rated parts using focused ion beam milling, see Fig. 3.
Batch-Fabricated Grippers

While an impressive range of electrostatic

microgrippers has been fabricated using bulk

microfabrication, the majority are not designed to

engage in manipulation of nanoscale objects, as this

require very precisely manufactured end-effectors

as well as high resolution and precision of motion.

Nelsons and coworkers [16] developed a range of

advanced, highly integrated, and very well-

characterized electrostatic grippers, which has since

been commercialized by the Swiss company

FemtoTools, see Fig. 4b. These grippers have a well-

functioning force feedback sensing, have been tested

thoroughly in air, liquid, and SEM, and are fully inte-

grated with measurement and control electronics and

computer interfaces. Although primarily designed for

microscale manipulation, these are capable of nano-

scale manipulation, as shown in the inset in Fig. 4b.

Yamahata and coworkers reported a precision-

manufactured electrostatic nanogripper with an inte-

grated displacement sensor intended for biomolecules,

and demonstrated trapping of bundles of DNA mole-

cules using dielectrophoresis rather than mechanical



Nanogrippers, Fig. 3 (a) Kim and Liebers nanotube

nanotweezers [11] with multiwalled carbon nanotubes glued to

the sides of a glass capillary, where an electrode layer has been

deposited on each side. (b) Magnified view of the capillary after

metal deposition. (c) The nanotweezers after mounting of the

nanotubes. (d) Nanotweezers made by focused ion beam milling

a metallized cantilever to separate the electrode into two [12].

(e) Two nanotubes attached to the tips at 4 V. (f) At a bias voltage

of 4.5 V, the nanotubes pulls in. (g) The separation versus

applied voltage, showing pull-in occurring at different voltages

depending on the initial separation. (h) Variation of gap separa-

tion for different initial length of the nanotubes, all at a bias

voltage of 4 V

Nanogrippers, Fig. 4 Two examples of electrostatic actua-

tors; (a) a plate capacitor driven microgripper with both open

and close capability [10]. The inset shows the gripper holding

a silicon nanowire with a diameter of 200 nm and (b) Gripper

with lateral comb-drives and integrated capacitive position read-

out. The inset shows a similar gripper manipulating a silicon

nanowire with a length of approximately 6 mm (Courtesy of

V. Eichhorn and Femtotools)
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gripping [22]. Mølhave [10] reported manipulation of

silicon nanowires inside a scanning electronmicroscope

using a plate capacitor gripper with five legs, of which
two served as thin flexible actuator arms, and three as

rigid electrodes, allowing the gripper to both open and

close compared to its neutral position, see Fig. 4.



Nanogrippers, Fig. 5 Bimorph actuator used as a gripper.

Two layered beams with different thermal expansion coeffi-

cients a1 and a2 and initial length L0 will deflect sideways

upon a uniform temperature change DT. This could be used to

form a compact nanogripper

N 1560 Nanogrippers
Thermal Grippers

The volume of most solids will increase with temper-

ature, and this effect can be exploited in several

ways to provide accurate, yet forceful motion. The

thermal expansion of for instance a rod with length L

as the temperature is changed from Ts to Th can be

written
LðT Þ ¼ LðT Þð1þ aDTÞ;DT ¼ T � T (6)

d2T rJ2
h s h s

where a can often be treated as a constant, nearly

independent of temperature. The thermal expansion

coefficient varies between about 1–5 for Si, Ge, and

C, 5–30 ppm/K for cleanroom relevant metals

to 52 ppm/K for a polymer material such as SU-8.

A temperature increase of 100 K thus only lead to

a 0.5% expansion of silicon, hence, a key design fea-

ture is amplification of this expansion to a useful actu-

ation range. A basic strategy is to obtain a different

thermal expansion for two objects, which are

connected mechanically in a way that amplifies the

deformation.

In a bimorph actuator, this can be done by coupling

two layers of material with different thermal expansion

coefficient a1 and a2 to each other in a single beam as

illustrated in Fig. 5. A homogeneous heating of the

structure will then cause the beam to deflect towards

the side with the smallest expansion. The bimorph

actuation principle is well suited for downscaling, as

demonstrated in the work by Sul and coworkers [17],

which was capable of delivering 1 mN at a temperature

of 430 K. The actuator was realized by depositing
aluminum on multiwalled carbon nanotubes. Yet,

there are no examples in literature of nanomani-

pulation carried out with a bimorph gripper.

Electrothermal Actuation

Correspondingly, a current I passing through two rods

with different cross section, will be lead to different

temperature increase through Joule heating, as

the dissipated power in a volume element of

length dx and cross-section A is given by

RI2 ¼ rðdx=AÞA2J2 ¼ rAJ2dx, where the current den-
sity is J ¼ I=A and the r ¼ RA=dx is electrical resis-

tivity. The temperature distribution can be found by

solving the heat conduction continuity equation, which

in its simplest form reads
dx2
¼ �

k
; (7)

where k is the thermal conductivity. The heat exchange

with the surrounding air/liquid is ignored, which cor-

responds to an electrothermal device in vacuum.More-

over, energy loss by radiation is omitted. While this

can be solved analytically for temperature distribution

and actuation response with many basic actuator

designs, finite element method is often used for its

greater applicability to nontrivial designs [4]. Two

often used designs are the Guckel actuator (also called

thin-beam-thick-beam) and the rib-cage actuator, also

called the Chevron actuator [1]. The Guckel actuator is

a loop where the two conducting arms have different

cross section, and the thick beam has a hinge to allow

flexible sideways motion. The rib-cage actuator
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Nanogrippers, Fig. 6 Electrothermal actuators. (a)

A V-actuator is pushed in the upward direction, as the opposing

beams expand upon heating. By passing a current through the

structure it will attain a parabolic temperature distribution with

the peak temperature Tmax in the center. (b) Rib-cage or “Chev-

ron” actuator consisting of many V-actuators in parallel.

(c) Thin-beam-thick-beam or “Guckel” actuator. As current is

passed through the loop, the larger heat generated in the

narrowest beam will force deflection sideways towards the

cooler, wide beam. (d) The three-beam actuator operates by

passing a current through either the left or right two legs, con-

sequently allowing for actuation in two directions, or opening as

well as closing capability of the gripper. (e) Silicon rib-cage

actuator [6]. (f) Silicon three-beam actuator [3]. (g) Thin-beam-

thick-beam actuator with submicron dimensions [18]
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consists of opposing rods, which are angled slightly, so

that the longitudinal expansion of the rods forces the

actuator to move perpendicular to the beam direction,

as indicated in Fig. 6, which also amplifies the motion.

Carlson and Eichhorn [6] used an advanced

nanorobotic manipulation system equipped with an

electrothermal rib-cage gripper to break off a

multiwalled carbon nanotube from a substrate, mount

it as a tip of an atomic force microscope probe, and

finally fasten the nanotube to the probe by Electron

Beam Induced Deposition. The US company Zyvex

manufactures a line of advanced electrothermal

microgrippers. The conversion from electrothermal

actuation to a mechanical motion of the end-effectors

is done through a highly optimized design where a

capacitive comb-structure provides force readout.

While these grippers were clearly designed for

micron-size or larger objects the precision and overall

size of the end-effectors should allow manipulation of

submicron objects.

Chronis [5] employed a hybrid material approach to

achieve a large actuation range at a much lower
temperature than what can be achieved in bulk silicon

or metal (Fig. 7). Thin metallic structures for

conducting the electrical current was combined with

the high thermal expansion coefficient material SU-

8 (52 ppm/K). The gripper has submicron features, can

open almost 10 mm at a bias voltage of around 1 V, and

most notably impose a very small heat load onto the

surroundings. Finite element calculations showed a

temperature increase at the end-effector of a fraction

of a degree, while the overall temperature increase was

around 60 K for a gripper opening of 12 mm. When

using such a hybrid device with different expansion

coefficients, there is a risk of out-of-plane bending due

to the bimorph effect. In this case, however, the thick-

ness of the SU-8 layer was so much larger than the

metal film, that out-of-plane bending could be avoided.

Topology Optimization

Compared to electrostatic nanotweezerswhere the basic

capacitor structures have proven their worth in millions

of commercial MEMS devices, there is more room for

improvement for electrothermal actuators. Electrostatic
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Nanogrippers, Fig. 7 (a) Micro/nanogripper with electrother-

mal actuators defined in SU-8 with thin chromium-gold

electrodes heating the Guckel-type actuators at the base.

(b) Zoomed in and (c) overview micrographs of the gripper.

(d) Finite element calculations showing negligible temperature

increase at the tip. (e) Actuation curves for the gripper in both

liquid (D-PBS) and in air. Due to different thermal resistance to

liquid as compared to air, opening the gripper in liquid requires

far higher applied voltage [5]

N 1562 Nanogrippers
actuation is governed by large thermal gradients, and

depends on the detailed shape of the actuator as well as

the material properties in the mechanical, electric, and

thermal domain. While the formalism outlined above

(7) is capable of predicting the behavior of any design,

electrothermal actuators are often based on rather sim-

ple variations of either the thin-beam-thick-beam actu-

ator or the rib-cage/V-shaped actuator.
For nanogrippers, however, there are good reasons

to push beyond the standard solutions. When

downsizing the actuators to make overall smaller and

more precise grippers, the available force is typically

also decreased. To avoid strong out-of-plane bending,

a high aspect ratio of the gripper arms is necessary,

making it difficult at the same time to reduce the size

and maintain a high lateral spring constant. Just as for



Nanogrippers, Fig. 8 Topology-optimized three-beam

nanogrippers. (a) Illustration of the initial domain, where the

black rectangles indicate the fixed support structures and elec-

trode connections. (b–d) During the optimization process, the

material is redistributed toward a more optimal shape. (e, f)

Optimized shape converted to black&white and smoothed. (g)

Scanning electron micrograph of topology-optimized gripper

fabricated in silicon. (h, i) Close and open modes of the actuator

(red/blue indicate hot/cold regions), showing that the peak tem-

perature is moved toward the anchors rather than the

endeffectors as in the original device [4]. (j) 30 mm long topol-

ogy optimized nanogripper, with a gap size of 300 nm. (k)

Nanogripper lifting out a multiwalled carbon nanotube from a

narrow trench [8]
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macroscopical tweezers, the optimal shape of a gripper

in terms of accessibility and actuation stroke is long

and slender, while for strength and force it should be

short and wide. Sardan et al. [4] replaced the three-

beam actuator with a topology-optimized actuator, and

achieved two orders of magnitude higher spring con-

stant at the same actuation stroke (1 mm), while the

peak temperatures were conveniently moved toward

the base away from the end-effectors (see Fig. 8). This

strategy leads to compact grippers capable of success-

ful, repetitive mounting of carbon nanotubes onto

AFM probes, TEM grids, and fixed electrodes [4].

Cagliani and coworkers [8] used electron beam

lithography to batch-fabricate topology-optimized

nanogrippers with a length of 35–50, a gap size of

300 nm, reducing the overall size by a factor of 2–6

times compared to Ref. [4]. The reduced size and

thickness of the end-effectors in combination with the

enhanced rigidity given by the topology-optimized

layout, made it possible to break off as-grown Gallium

Phosphide nanowires from the substrate inside

a scanning electron microscope. By coating the grip-

pers with a thin layer of gold, bundles of single-walled

carbon nanotubes could be lifted up and mounted
inside a Transmission Electron Microscope for subse-

quent electrical and structural characterization. This

device is so far the smallest batch-fabricated

nanogripper in operation (Fig. 8 j-k).

Nanoengineering of End-Effectors

Just as for macroscale grippers, the size and shape of

the end-effectors – the critical interfacial part of the

gripper where the contact ismade to the nanostructures –

is vitally important for successful application of the

tool. While conventional nanofabrication techniques

such as electron beam lithography are sometimes

used [8], this critical part of the gripper is often

engineered using creative and unusual solutions.

Elegant use of photolithography combined with an

anisotropic potassium hydroxide wet etch allowed

Yamahata [22] to create sharp opposing tips on the

end-effectors in a batch process, see Fig. 9a. Boggild

et al. [19] used angled Electron Beam induced Depo-

sition (EBiD) to define needle-shaped end-effectors

with a gap size of 100 nm inside a scanning electron

microscope, as shown in (Fig. 9b). A gap size of just

25 nm could be achieved by gradually allowing the

deposited material on the two tips to grow until the



Nanogrippers, Fig. 9 Customization of end-effectors. (a)

Anisotropic wet etch with potassium hydroxide (KOH) etch

can be used to create sharp edges and tips in silicon. A narrow

gap with ultrasharp opposing tips was created in a batch process

using KOH etch by Yamahata [22]. (b) Electron beam induced

deposition performed in the direction of the white arrow shows

gradual buildup of dual supertips on silicon dioxide end-

effectors with a gap of 100 nm. The method was used to create

gaps down to 25 nm. [19]. (c) Focused ion beam milling used to

reshape end-effectors [20]. (d.1) Silicon microgripper fabricated

with an initial closed gap, which is subsequently opened and

further shaped by the focused ion beam milling for reduced

contact area. (d.2) FIB milling is done so that the gripper will

apply a finite force even in the neutral position, that is, with no

applied voltage. (d.3, 4) show end-effectors equipped with

a self-locking mechanism, so the gripper when pushed together

will lock in this position similar to some macroscopic tweezers

(Courtesy of Özlem Sardan and Mikkel Klarskov)
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desired gap size was achieved. Focused ion beam mill-

ing is highly convenient for in situ reshaping of

nanodevices, since it can both perform milling of

material as well as deposition using precursor gasses.

FIB milling has been used to define end-effectors with

a more well-defined or smooth contact plane (Fig. 9c),

to achieve a smaller contact area for reduced surface

force interactions (Fig. 9d.1) or to engineer the end-

effector so that it applies a force in its neutral position,

and has to be opened rather than closed during the

actuation phase (Fig. 9d.2). Finally, FIB can be used
for more exotic mechanism such as self-locking grip-

pers which can keep a nanostructure mechanically

fixed even when “released” (Fig. 9d.4).
Applications

In terms of nanomanipulation, the objects of interest

may be small in either one, two, or three directions,

that is, plates, wires, or particles, and this makes quite

a difference in terms of how they can be handled and
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Nanogrippers, Fig. 10 (a, b) Illustration of pick and place of

vertically aligned multiwalled carbon nanotubes from their

as-grown position to the apex of a scanning probe tip, where

the blue triangle illustrates the electron beam induced deposition

used to fasten the nanotube to the probe. (c, d) The nanogripper

during and after mounting of the nanotube tip. (e, f) Examples of

different configurations for the nanotubes on the AFM probe.

(g, h) AFM scanning of deep trenches with and without the

supertip, showing a clear improvement of the nanotube-

enhanced probe compared to a commercial super-sharp AFM

probe
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with which tools. In the following, the feasibility and

optimal strategy of manipulating such objects will be

discussed in the light of possible applications.

Quasi 0D Structures: Particles

There are a few examples of nanotweezers used for

picking up of submicron particles in demonstration of
the capability of a nanogripper [11, 13]. Such manip-

ulation can also be combined with electrical character-

ization of an object if the end-effectors are conducting,

similar to for instance carbon nanotubes [11]. For the

manipulation process itself, a simple tip will in most

cases be effective for particles as numerous pick-and-

place experiments using scanning probe tips have
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and (f) Surface release. (g) Peeling of soft wire and (h) peeling of

rigid wire. Strategies for placing using either (i) surface adhesion

or (j) Electron Beam induced Deposition (EBiD) [10]
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shown. Submicron and nanoscale particles will in the

majority of practical scenarios be notoriously difficult

to pick up using a gripper, either because the gripper

force is too weak to overcome the surface forces, or too

bulky to access the particle in a predictable way. This

situation is comparable to lifting up grains of sand

using fingers, which is possible but hardly convenient.

While proof-of-principle demonstrations are possible,

it is doubtful that mechanical nanogrippers will ever

play an important role in real applications involving

nanoparticles.

Quasi 1D Structures: Fibers, Wires, and Tubes

Just as for the macroscale, the most obvious and con-

venient object to handle with a gripper or a pair of

tweezers is a quasi-one-dimensional object, such as

a carbon nanotube. The oblong shape of the object

makes access far easier than for nanoparticles, with

excellent visibility as the nanowires/nanotube does

not block the vision. Moreover, the fact that the

free end of the nanowires or nanotube can easily

be positioned and even fixed by Electron Beam

induced Deposition (EBiD) of Focused Ion Beam

deposition provides a straightforward and reliable

pick-and-place process, which can be automatized

[14]. Manipulation of nanowires/nanotubes fall in

two categories:

1. Investigation of the mechanical, electrical, or struc-

tural properties of individual nanowires/nanotubes.

The mechanical properties of nanostructures can be

mea- sured by inferring the gripping force from the

visible deformation of the nanogripper upon con-

tact, given that the spring constant is known, or by

using sensors integrated in the gripping device [2].

The electrical properties can be measured if the

end-effectors are conducting [8, 11]) or if the nano-

structure is placed onto electrodes [4]. The struc-

tural properties can be measured by transporting the

nanostructure to a Transmission Electron Micro-

scope [8] or onto a TEMgrid [4].

2. Direct application of the nanostruc- ture to perform

a function in a device. Microfabricated electrother-

mal grippers were used in a semiautomated assem-

bly procedure [4] to first break off multiwalled

carbon nanotubes from their as-grown position on

a substrate, transport them, and align them to

an atomic force probe, and finally hold them in

place while elec- tron beam induced deposition

was used to fasten the nanotube to the probe.
Figure 10a, b illustrates the basic procedure, and

the device during (Fig. 10c) and after (Fig. 10d)

mounting of carbon nanotube is shown as scanning

electron images. Figure 10e and 10f shows two

configurations with different angle of the carbon

nanotube tip, and Fig. 10g and 10h shows AFM

scans of 2.5 mm deep microfabricated trenches

with and without the carbon nanotube supertip

attached to the AFM probe. The trenches are well

resolved by the supertip-enhanced AFM probe.

Detaching nanorods from a fixed position using

a nanogripper is nontrivial problem. Mølhave and
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Illustration of the “nanobits”

concept. (b) Arrays of

premade scanning probe tips

fabricated with electron beam

lithography, with a single

“nanobit” being detached

using a nanogripper.

(c) Mounting of nanobits onto

AFM scanning probe tip.

(d) The nanobit-enhanced

scanning probe ready to scan.

(e) A sidetip-equipped nanobit

tip mounted in a focused ion

beam slit in an AFM scanning

probe (f) [21]
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coworkers [10] divided the possible arrangements of

nanorods on a surface into freestanding, supported, and

(partly) suspended initial states, and compared differ-

ent pick-and-place strategies for such structures.

Cartridges of carbon nanotubes suspended from

a razor-sharp knife edge were used by Akita and

Nakayama [13] to assemble nanotubes on scanning

probe tips to be used as nanotweezers.

Freestanding nanowires and nanotubes are very

convenient objects for manipulation: they can be cata-

lytically grown with great uniformity and in large

numbers using physical or chemical vapor deposition

techniques, with positions and diameter determined by

pre-positioned catalytic particles. Thus, it is straight-

forward to produce large arrays of accessible
nanostructures, with well-controlled dimensions, posi-

tion, and physical properties. The deterministic nature

of such a periodic arrangement directly facilitates

automation. Detachment of as-grown structures, how-

ever, may require a considerable force as the often very

high maximal strength must be overcome. Mølhave

et al. considered mainly two approaches to detach

freestanding 1D nanostructures; tensile pull along

the longitudinal axis of the nanorod, and shear pull

in the perpendicular direction with respect to the

substrate (sideways). In practical experiments as

well as finite element calculations by Andersen et al.

[3], it turned out that shear pulling is far the most

effective strategy for multiwalled carbon nanotubes

(Fig. 11).
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Quasi 2D Structures: Flakes, Membranes,

and Slices

Microgrippers can be used to manipulate thin slices of

material, which have been cut out by focused ion beam

milling, onto a transmission electron grid for inspec-

tion of the cross-sectional structure. Although the

thickness of such slices is often just of order of hundred

nanometers to allow transmission of electrons through

the slice, the grippers do not have to be particularly

small for this task; in fact, a considerable force may

be required to detach the TEM samples from their

support. Nanogrippers might be envisioned for manip-

ulation of very small flakes of material onto TEM

grids, or for other plate or flake-like nanostructures.

Kumar and coworkers [21] demonstrated predictable

pick and place of nanoscale flake-like scanning probe

supertips as shown in Fig. 12. These detachable,

130 nm thin silicon nitride membrane tips, termed

“nanobits,” were defined by electron beam lithography

and arranged in large reservoirs for convenient access.

The most successful strategy for picking up these

objects turned out to be grasping at the edges of

the flakes with the gripper and breaking the tips off

with a sideways motion (see Fig. 12), similar to the

strategy used to detach as-grown carbon nanotubes [6].

In these experiments, several nanobits were mounted

on Atomic Force Microscope tips and used for AFM

scanning of deep trenches and sidewalls, showing

considerable improvement over conventional AFM

probes.
Non-manipulative Applications

Even when not actuated mechanically, nanogrippers

provide two individual fingers with a narrow

spacing, and which can easily be made conductive.

This has shown to be convenient for a number

of tasks that are not themselves mechanical manipula-

tion including “grasping” nanostructures through

dielectrophoresis [22], electrical characterization

([4, 8, 11, 22]), transporting nanostructures into a

TEM for structural analysis, and in situ experiments

[8] as well as alternatively placing nanostructures on

a TEM grid for analysis. Nanostructures with diame-

ters in the 10 nm range are exceedingly difficult to

manipulate through mechanically actuation of dual

end-effectors.
Conclusion

Despite recent progress in gripper technology as well

as robotic manipulation systems, reliable operation

of nanogrippers still remains a challenge. The neces-

sity of real-time observation of the mechanical inter-

actions on the nanoscale, surface forces, as well as

the difficulty in creating gripper devices small

enough to deal with sub-100 nm structures is limit-

ing the transition from literature’s numerous pro-

posed nanogrippers concepts to devices that support

practical applications. All in all, state-of-the-art

nanogrippers are highly useful tools for basic

nanomaterial research, in addition to providing

a shortened turnaround time for single device

prototyping and perhaps even small scale production

of specialized nanodevices, which involves

nanostructures in the 10–1,000 nm range.
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Definition

Nanoimprinting is a type of lithographic technology

that provides a simple and efficient approach of

patterning various nanostructures with sub-10-nm

resolution.
Overview

Nanoimprinting can promise state-of-the-art smaller

electronics. Although nanoimprint lithography (NIL)

is not yet an industrial process with well-established

standard, extensive interests in NIL processes come

from a large community of sensor, biochip, and nano-

optics manufactures and institutes [1]. Nanoimprinting

has received increased research motivation due to its

ability to create smaller functional device structures

such as nanoscale transistors, single electron memory,

nanofluidic channels, etc., via an accurate and efficient

nanolithography process [2].

NIL is very similar to conventional hot embossing,

which is based on stamping of a pattern into a polymer

softened by raising the temperature of the polymer just

above its glass transition temperature. The hot

embossing stamp can be made in a variety of ways

including micromachining from silicon, LIGA

(a German acronym for Lithographie (Lithography),

Galvanoformung (Electroplating), Abformung (Mold-

ing)), and machining using a CNC (computer numerical

control) tool (for making large features). A wide variety

of polymers have been successfully hot embossed with

submicron size features, including PC (polycarbonate)

and PMMA (polymethylmethacrylate).

In the current encyclopedia, a general introduction

about NIL process, the involved materials such as

resist and mold (template), as well as NIL manufac-

turers are presented. The detailed and intensive discus-

sions about NIL are lucubrated in the related review

papers [3, 4].
Key Concepts

Nanoimprinting Process

NIL, i.e., thermal NIL process, was first reported

by Chou S. et al. from University of Minnesota

in 1995 [5, 6]. Subsequently, Haisma J. et al. from

Philips research laboratories developed photo-NIL,
i.e., UV-NIL process [7]. The processes of NIL mainly

involve the following steps: spin-coating or dispensing

resist (polymer or monomer) on the substrate, pressing

resist layer with patterned mold, solidifying patterned

resist by heating or UV exposure, separating mold

(demolding) and postprocessing. The schematic draw-

ing of the NIL fabrication process is shown in Fig. 1.

Briefly, a resist with thermoplastic or photosensitive

characteristic is first spin-coated or dispensed on

a wafer substrate. As for photo-NIL process, there is

a predeposited planar layer on the substrate. Then,

a hard mold containing nanometer-scale surface-relief

features is pressed into the above thin resist cast. Note

that a transparent mold is requested in the UV-NIL. As

shown in Fig. 1 (Step 2 and 3), the mold protrusions are

squeezed into the soft resist layer. After the treatment

of heating or UV exposure, the patterns of mold are

solidified inside the resist. The mold is then removed

from the imprinted resist layer, i.e., demolding

process. The desired nanostructured patterns in the

residual layer are obtained after the appropriate pattern

definition process using ion etching post treatment.

The NIL process is suitable for fabricating various

nanodevices, whose basic components can be prepared

through traditional UV-NIL process. Figure 2 shows

examples of patterns transferred into silicon [8]. The

residual nanostructure layer with an aspect ratio

greater than six is obtained after reactive ion etching

(as depicted in Fig. 2a). Maintaining the fidelity of the

resist mask by controlling the residual layer thickness

allows transfer features down to 13 nm as shown in

Fig. 2b. These various nanostructures offer basic units

to fabricate photonics or other functional nanodevices

at low cost and high throughput.

Nanoimprinting Resist

The resist materials used in imprinting should be able

to deform easily under an applied pressure and have

sufficient mechanical strength. The resist should also

have good mold-releasing properties to maintain their

structural integrity during the demolding process since

imprint lithography makes a conformal replica of the

surface-relief patterns by mechanical embossing.

Thermoplastic Resist Materials

The thermoplastic polymers such as PMMA and PS

(polystyrene) can be easily deposited on the substrate

with desired thicknesses by spin-coating process.

These polymers are usually used as imprint resists in



Thermoplastic NIL
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Step 1. Spin-coating/dispense resist

Step 2. Pressing mold

coated/dispensed
resist

planar layer

substrate

(transparent)

mold

UV light
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ion etching

Step 3. Solidifying

Step 4. Demolding

Step 5. Post processing

UV-NIL

Nanoimprinting,
Fig. 1 Schematic of typical

(a) thermal NIL and (b) UV-

NIL process
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thermal NIL. The glass transition temperature (Tg) of

the polymer is a key parameter for the determination of

the solidifying treatment temperature in thermal mold-

ing processes. Typically a suitable imprint temperature

is chosen 70–90�C above the resist’s Tg, so that the

polymer materials reach a viscous flow state. In order

to preserve the imprinted pattern, the mold and the

imprinted resist must be cooled down to below Tg. In

addition, there is a trade-off between the imprinting

temperature and the thermal stability, which indicates

that although a low-Tg material can be used in NIL for

the sake of reducing the processing temperature, the

imprinted patterns are also unstable and tend to deform

at temperatures close to the imprinting temperature.

In a NIL process, the polymers also need to have

a sufficiently low viscosity for efficient squeeze to

complete the imprinting process within a practical

time frame [9]. The viscosity of a polymer material
not only depends on the temperature, but also depends

strongly on the polymer’s molecular weight (Mw) rel-

ative to the so-called critical molecular weight (Mc) of

a given polymer. The Mc can be interpreted as the

molecular weight at which a temporary network of

entanglements spans over macroscopic dimensions.

In practice, low-molecular-weight polymers with

Mw < Mc can be imprinted at lower temperatures,

lower pressures, or within shorter times. Therefore,

the choices of Tg and Mw are both important in

maintaining the structural stability of the imprinted

patterns.

Various alternatives have been exploited to lower

the viscosity of thermoplastic materials. These include

dissolving the polymer in its monomer [10] or another

solvent and using a PDMS (polydimethylsiloxane)

stamp for solvent evaporation [11]. It is inferred that

thermally curable or thermosetting polymers are



Nanoimprinting, Fig. 2 SEM pictures of imprinted gratings

after transfer into silicon wafers. (a) 90-nm-linewidth gratings

with 547-nm depth into silicon and 47.5-nm-thick UV-NIL resist

remaining after the etching steps. (b) Grating with variable pitch/

linewidth. The minimum feature size is 13 nm with an etching

depth of around 50 nm [8]
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excellent resist for NIL because of the possibility of

low-pressure imprinting and good mechanical integ-

rity after cross-linking by thermal treatment.

UV-NIL Resist Materials

Different from thermoplastic materials requiring high

temperature and pressures, photo-NIL (UV-NIL)

materials can be handled at ambient temperatures.

UV-curable NIL materials are composed of a mixture

of monomers or prepolymers and a suitable

photoinitiator, and often chemicals are added which

decrease the effect of radical scavengers on photopoly-

merization [12]. The monomer fluid with low Young

modulus and low viscosity is less sensitive to the
effects of pattern density in imprinting process,

which allows the use of a small-area mold and the

patterning of large-area substrate by a step-and-repeat

process. Immediately during contact of the stamp with

the liquid mixture, filling of the mold starts by capillary

forces, which pulls the stamp toward the substrate.

Therefore, the general strategy is as follows: Low

viscosities are needed both for rapid dispensing and

filling of mold cavities. Thin resin layers on top of

a thicker transfer layer are used to achieve

a homogeneous film thickness. Cross-linking and

photopolymer conversion are adapted to achieve high

curing speed and high etch resistance in the following

breakthrough plasma etching process. Shrinkage and

etching rate need to be controlled for optimum pattern

transfer. Often trade-offs are needed to achieve a good

balance between good physicochemical properties

wetting and curing kinetics and the suitability for the

NIL process [13]. For specific applications such as the

dual damascene process for the structuring of intercon-

nects on microchips, resists with adapted dielectric

properties have been developed [14].

It should be recognized that NIL can not only be

used to form patterns in a polymer resist, but can also

be extended to create desired structures in many other

polymer systems, especially those that have special

functionalities, or can be used to form functional

polymer device structures directly.

Nanoimprinting Mold

The mold in the nanoimprint technique plays the same

role as the photomask in photolithography. The mold

used in NIL can essentially be any type of solid mate-

rial that has a high strength and durability, which can

be made of metals, dielectrics, or semiconductors.

Various hard materials such as Si, SiO2, SiC, silicon

nitride and sapphire are suitable for imprinting molds

[15]. Diamond is also investigated as a potential mold

material for NIL [16]. These studies showed that Si and

SiO2 have sufficient hardness and durability for the

nanoimprint application, which make themselves

a very good pair for the NIL process. In addition, the

UV transparent properties are essential for mold mate-

rials of UV-NIL, which render UV light pass through

mold itself and irradiate the resist layer.

After spin-coated with a resist, the mold materials

are patterned with various features using UV lithogra-

phy, interference lithography, and electron-beam
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Nanoimprinting, Fig. 3 SEM images of (a) Pt-BMGmold with 13-nm-diameter rods fabricated by embossing on porous alumina;

(b) Pt-BMGmold with 55-nm-diameter rods; (c) The Pt-BMGmold, after crystallization, imprints holes into the same Pt-BMG [17]
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lithography depending on the size requirements.

A minimum lateral feature size can be obtained using

electron-beam lithography; interference lithography is

fitted for large-area periodic features while UV lithog-

raphy for microscale and larger features. Then, a hard

masking layer, such as a metal, can be deposited over

the patterned resist template, followed by a lift-off

process that removes the resist template and the mate-

rial on top, leaving a patterned mask layer on the

substrate. Lastly reactive ion etching process is used

to selectively etch away the mold materials in the

unmasked area and produce surface-relief features

required for NIL.

Silicon-based molds are expensive to make and are

not very durable. Schroers J. et al. at Yale University

developed the nanopatterning of amorphous metals

which can be used as inexpensive templates for

nanoimprinting [17]. These bulk metallic glasses

(BMGs) could be ideal materials for small-scale appli-

cations due to their superior mechanical and homoge-

nous properties. These molds with features as small as

13 nm can be used to imprint onto polymers and other

materials. Figure 3 shows SEM images of Pt-BMG

nanorods with 13-nm (Fig. 3a) and 55-nm (Fig. 3b)

diameters fabricated by embossing on porous alumina.

The Pt-BMG substrate with nanorods was pressed into

a PMMA sheet at 160�C. Figure 3c shows an SEM

image of 55-nm-diameter holes imprinted in Pt-BMG

using the crystallized Pt-BMG mold. The results dem-

onstrate the ability of metallic glasses to precisely

replicate mold features ranging from 250 to 13 nm.

The two attractive features of metallic glass molding –

the ability to replicate features from tens of microme-

ters down to 13 nm and the possibility of using BMGs
as nanotemplates – stem directly from the unique

softening behavior and homogeneous structure of

metallic glasses.

Variation of Nanoimprinting

Some innovative processes such as roller-type NIL,

combined thermal/UV-NIL, and reverse tone NIL are

developed to meet various requirements, which make

conventional NIL more flexible and practicable.

Conventional NIL process cannot significantly

improve the throughput in the patterning of large-area

product with low cost because it is not a continuous

process. To overcome this problem, a continuous

roller-type NIL is proposed and developed. In roller-

type NIL process, only the adjacency area of contact

line is pressed for a given time, significantly reducing

the printing force and providing better uniformity [18].

Combined thermal/UV-NIL can address the issue of

replicating patterns with various sizes and complexity

by the separate lithography steps [19]. Sole NIL

process experiences difficulties in replicating larger

features or resulting in incomplete pattern.

In order to obtain nanosized patterns on the flexible

substrate, such as polymer membrane, a reversal

imprinting technique was developed [20]. Different

from conventional NIL process, a resist layer is first

spin-coated on a patterned hard mold and then trans-

ferred to a substrate under an elevated temperature

and pressure (as shown in Fig. 4a). The reverse NIL

process can be accomplished under different

pattern transfer modes by controlling imprinting tem-

perature and degree of surface planarization of the

spin-coated mold. Figure 4b shows PMMA patterns

created by reversal imprinting at 175�C after



a b

20 μm

Nanoimprinting, Fig. 4 (a)

Schematic illustrations of the

patter transfer processes in

reversal nanoimprinting at

temperatures well above the

glass transition temperature;

(b) Patterns in PMMA created

by reversal imprinting at

175�C on a 50-mm-thick

Kapton film: 190-nm-deep

micrometer-sized mold coated

with a 7% solution [20]
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spin-coating the mold with 190-nm-deep micrometer-

sized features.
Main Manufacturers for Nanoimprinting

The NIL machines are very important for the develop-

ment and applications of NIL technology. In this entry,

the most famous manufactures in the world are listed.

The general information about these enterprises is

excerpted from their homepages and the corresponding

websites, which are attached in the last sentence of

every paragraph.

AMO

AMO, i.e., Gesellschaft f€ur Angewandte Mikro- und

Optoelektronik mbH, is an important enterprise in the

area of nanofabrication. AMO provides fabrication and

development services for UV nanoimprint with quartz

templates and soft-UV nanoimprint with elastomeric

templates. AMO offers the integration of imprint

material, templates, and tools with customer-oriented

process development. In-house fabrication for high-

resolution quartz, elastomeric templates, and

UV-curable imprint resists can be supplied. Based on

their profound equipment configuration, they can offer

up to full 600 or 800 wafer step and repeat. For More

details information, readers can visit the website of

AMO: http://www.amo.de.

EV

EV Group (EVG), a leading supplier of wafer bonding

and lithography equipment for the MEMS,
nanotechnology, and semiconductor markets, today

unveiled a new technology capability that enables

ultrahigh-resolution patterning of features down to

12.5 nm. EV Group provides a complete product line

for UV-based nanoimprint lithography including sin-

gle step UV-imprinting systems and step and repeat

large-area UV-nanoimprinting systems. The official

website of EV is http://www.evgroup.com.

HP’s NLS

HP (Hewlett-Packard Co.) has licensed its NIL tech-

nology to startup Nanolithosolutions (NLS) Inc..

Nanolithosolution business is to empower researchers

and technology developers with the most easy-to-use

nanolithography tool to develop next-generation

nanotechnology applications. NLS provides complete

turnkey solution for nanolithography applications.

The product offering includes nanofabrication equip-

ments, all the necessary chemicals and materials,

imprinting mold preparation process and imprint fab-

rication process, and custom process development

services. The website of NLS Inc. is http://www.

nanolithosolution.com.

MII

Molecular Imprints, Inc. (MII) is the market and tech-

nology leader for high-resolution, low cost-of-

ownership NIL systems and solutions in the hard disk

drive and semiconductor industries. Molecular

Imprints systems feature its innovative Jet and

Flash™ Imprint Lithography (J-FIL™) technology to

help create the extremely small features required in

today’s state-of-the-art storage disk drives and

http://www.amo.de
http://www.evgroup.com
http://www.nanolithosolution.com
http://www.nanolithosolution.com
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memory devices. J-FIL has further application in

emerging light emitting diodes (LED), solar energy,

and biotechnology markets. http://www.molecular-

imprints.com is the website of MII.

Nanonex

Nanonex was founded in 1999 by Stephen Y. Chou,

a Professor of Princeton University and a renowned

pioneer in nanotechnology. Built on the team, exper-

tise, and IPs of 8 years worth of multi-million-dollars

research of Professor Chou’s university research

group, Nanonex began its own development in 2000

and quickly delivered products to the market. Today

Nanonex products are used in both research and

manufacturing by industry and academia. In addition

to its own IPs, Nanonex has received exclusive

licenses for the related technologies developed by

Prof. Chou’s research group. Nanonex’s current team

consists of seasoned business and technical members

from industry as well as the experts in nanoimprint

technology and applications. The mission of Nanonex

is to deliver, today, user-friendly nanoimprint lithog-

raphy (NIL) tools and solutions to a broad spectrum of

markets and to both experts and non-experts of

microfabrication. The Nanonex solution makes

a turnkey nanoimprint operation today a reality. The

website of Nanonex is http://www.nanonex.com.

OAI

OAI is a Silicon Valley–based manufacturer of

advanced precision equipment for the Semiconductor,

MEMS, Microfluidics, Display, and Photovoltaic and

Solar Industries. The company offers a broad portfolio

of field-proven products that include mask aligners,

UV exposure systems, UV light sources, Nano Imprint

Systems, and PV Solar Simulators and I-V Testers.

The website of OAI is http://www.amo.de.

Obducat

Obducat is the world-leading supplier of lithography

solutions for manufacturing and replication of

advanced micro- and nanoscale structures. Obducat

provides viable and cost-effective lithography

solutions that will give a competitive edge to the

customers, enabling them to deliver breakthrough

applications and achieve improved profitability

and success. Obducat is the first company to commer-

cialize nanoimprint lithography (NIL) and electron-

beam recorder (EBR). Today it is the market leader
with the largest installed base worldwide of NIL. The

details about Obducat are shown in the website: http://

www.obducat.com.
SUSS MicroTec

SUSSMicroTec is a supplier of equipment and process

solutions for microstructuring applications with

more than 60 years of engineering experience. The

solution portfolio covers all performance relevant

steps for wafer processing ranging from coating, bak-

ing, developing, aligning to wafer bonding and is

complemented by specialized add-ons such as

photomasks, nanoimprint lithography tools, and opti-

cal lenses. The website of SUSS MicroTec is http://

www.suss.com.
Future Directions for Nanoimprinting

Nanoimprinting technique offers overwhelming

advantages for nanoscale device fabrications, includ-

ing low cost, resolution scalability, and pattern repeat-

ability. The simplicity of NIL has made it appealing to

researchers in various fields, such as next-generation

HDD storage and future semiconductor devices. How-

ever, standard processes or criterions about NIL are not

established, which affects the NIL industrial applica-

tion and development. In addition, the fabrications of

high-quality templates with high-resolution periodic

features are still key issues limiting the

popularization of NIL. Despite all these difficulties,

a large community of researchers and enterprises,

such as Moleculars imprints, Inc. (MII) and AMO,

are trying to establish standard NIL processes and

develop significantly advanced materials and molds.

Toshiba Corporation has validated the use of its NIL

technology in developing 22-nm CMOS devices in

2007. Furthermore, Toshiba fabricated narrow trench

features at dimensions down to 18 nm using MII’s

Imprio 250 system. IBM also focused on understand-

ing the basic physics and chemistry of the nanoimprint

process, from initial resist dispense to removal of

the template after cure, and using that knowledge to

design optimum resist materials and interfacial surface

treatments. In the near future, NIL will become

a preferred and universal process in nanofabrication

technology.

http://www.molecularimprints.com
http://www.molecularimprints.com
http://www.nanonex.com
http://www.amo.de
http://www.obducat.com
http://www.obducat.com
http://www.suss.com
http://www.suss.com
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Synonyms

Elastic modulus tester; Nanofatigue tester;

Nanohardness tester; Nanoscratch tester
Definition

Nanoindentation refers to the experiment conducted

using a depth-sensing indenter at the nanometer or

sub-micrometer scale. The nanoindentation apparatus

continuously monitors the load and the position of the

indenter relative to the surface of the specimen (depth

of an indent) during the indentation process. Sharp

indenters can be used to measure hardness, elastic

modulus, continuous stiffness, scratch resistance,

film-substrate adhesion, residual stresses, time-

dependent creep and relaxation properties, fracture

toughness, and fatigue.
Overview

Mechanical properties of solid surfaces and thin films

are of interest as the mechanical properties affect the

tribological performance of surfaces [1–5]. Among the

mechanical properties of interest, one or more of which
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Nanoindentation, Table 1 Specification and commonly used

operating parameters for a commercial NanoIndenter

Load range

Standard heads 0–500 mN

High load head 0–10 N

Load resolution

Standard head 50 nN

High load head 50 nN

Vertical displacement range 0–500 mm

Vertical displacement resolution 0.05 nm

Typical approach rate 10 nm/s

Typical indentation load rate 10% of peak load/s

Typical indentation displacement

rate

10% peak displacement/s

Optical microscope magnification Up to 1,500 x

AFM objective magnification Up to one million x

Spatial resolution of the X-Y-Z

table

400 nm in the X and

Y directions

Area examined in a single series of

indentations

150 � 150 mm

Minimum penetration depth �20 nm

Continuous stiffness option

Frequency range 10–150 Hz

Time constant 0.33 s

Smallest measurable distance 0.1 nm

Scratch and tangential force option

Scratch velocity Max. 100 mm/s with

20 points/mm

Tangential displacement range 2 mm

Tangential displacement

resolution

100 nm

Tangential load resolution 10 mN

Minimum measurable tangential

load

10 mN

Nanoindentation 1577 N

N

can be obtained using commercial and specialized

indentation testers, are elastic–plastic deformation

behavior, hardness, Young’s modulus of elasticity,

scratch resistance, film-substrate adhesion, residual

stresses, time-dependent creep and relaxation proper-

ties, fracture toughness, and fatigue. Indentation mea-

surements can assess structural heterogeneities on and

underneath the surface, such as diffusion gradients,

precipitates, presence of buried layers, grain bound-

aries, and modification of surface composition. Physi-

cal contacts at sliding interfaces in magnetic storage

devices and micro/nanoelectromechanical systems

(MEMS/NEMS) occur at very low loads; thus, friction

and wear of sliding surfaces is primarily controlled by

the physical and chemical properties of a few surface

atomic layers. In this entry, the applications of

nanoindentation to nanotechnology will be illustrated

for the digital micromirror device (DMD), probe-based

ferroelectric information storage, and biological

MEMS sensor devices.

Nanoindentation Apparatus

In the depth-sensing indentation instruments, the load-

indentation depth is continuously monitored during the

loading and unloading processes. Commercially avail-

able nanoindenters are made by various manufacturers,

some of which include Agilent, Oak Ridge, TN;

Hysitron, Minneapolis, MN; CSIRO, Lindfield, Aus-

tralia; CSM Instruments SA, Neuchatel, Switzerland,

and Micro Materials, Wrexham, UK.

An example of a common nanoindentation appara-

tus is the Nanoindenter XP, manufactured by Agilent.

The apparatus continuously monitors the load and the

position of the indenter relative to the surface of the

specimen (depth of an indent) during the indentation

process. The area of the indent is then calculated from

knowledge of the geometry of the tip of the diamond

indenter. Mechanical properties measurements can be

made at a minimum penetration depth of about 20 nm

(or a plastic depth of about 15 nm) [6]. Specifications

and commonly used operating parameters for commer-

cial nanoindenters are given in Table 1.

The NanoIndenter XP consists of three major com-

ponents: the indenter head, an optical/atomic force

microscope, and an x-y-z motorized precision table

for positioning and transporting the sample between

the optical microscope and indenter, Fig. 1a. The load

on the indenter is generated using a voice coil in

permanent magnet assembly, attached to the top of
the indenter (loading) column. The generated load is

the vector product of the current through the coil and

the magnetic field strength of the permanent magnet.

(Other methods of load application are found in other

instruments, e.g., electrostatic.) Two interchangeable

indenter heads are available with a load range of

50–840 mN. The displacement of the indenter is

measured using a three-plate capacitive displacement

sensor. The indenter column is attached to the moving

plate. Two outer plates are maintained at equal and

opposite drive voltages. The output voltage of the

center-pickup plate is uniquely related to the position

of that plate in the capacitive gap. The displacement

system is calibrated using a laser-interferometric
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Fig. 1 Schematics of the

nanoindenter XP (a) showing

the major components – the

indenter head, a X-Y-Z
motorized precision table, and

tangential force option, and

(b) detailed schematic of the

tangential force option

hardware (not to scale and the

front and rear prongs not

shown)
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calibration system. This plate-and-indenter assembly

is supported by two leaf springs cut in such a fashion to

have very low stiffness. The motion is damped by

airflow around the central plate of the capacitor,

which is attached to the loading column.

A diamond tip is attached at the bottom of the

indenter rod. The indenter head assembly is rigidly

attached to the “U” beam below which the x-y-z table

rides, Fig. 1a. The optical microscope is also attached

to the beam. The position of an indent on a specimen is

selected using the optical microscope. The specimens

are held on an x-y-z table whose position relative to the

microscope or the indenter is controlled with

a joystick. The spatial resolution of the position of

the table in the x-y plane is 250 nm and its position

is observed on the computer screen. The nanoindenter

is placed on a vibration-isolation table, and the entire

apparatus is enclosed in a heavy wooden cabinet to

ensure the thermal stability of the samples.
The Indenters

The main requirements for the indenter are high elastic

modulus, no plastic deformation, low friction, smooth

surface, and a well-defined geometry that is capable of

making a well-defined indentation impression. The

first four requirements are satisfied by choosing the

diamond material for the tip. A well-defined perfect

tip shape is difficult to achieve. Berkovich is a three-

sided pyramid and provides a sharply pointed tip com-

pared with the Vickers or Knoop indenters, which are

four-sided pyramids and have a slight offset (0.5–

1 mm) [6]. Because any three nonparallel planes inter-

sect at a single point, it is relatively easy to grind

a sharp tip on an indenter if Berkovich geometry is

used. However, an indenter with a sharp tip suffers

from a finite but an exceptionally difficult-to-measure

tip bluntness. In addition, pointed indenters produce

a virtually constant plastic strain impression and there

is the additional problem of assessing the elastic
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modulus from the continuously varying unloading

slope. Spherical indentation overcomes many of the

problems associated with pointed indenters. With

a spherical indenter, one is able to follow the transition

from elastic to plastic behavior and thereby define the

yield stress [6]. However, a sharper tip is desirable,

especially for extremely thin films requiring shallow

indentation. Therefore, the Berkovich indenter is most

commonly used for measurements of nanomechanical

properties.

The Berkovich indenter, directly brazed to a 304

stainless steel holder, is a three-sided (triangular-

based) pyramidal diamond, with a nominal angle of

65.3� between the (side) face and the normal to the

base at apex, an angle of 76.9� between edge and

normal, and with a radius of the tip less than 0.1 mm.

Another three-sided pyramidal indenter, the cube

corner indenter, can displace more than three times

the volume of the Berkovich indenter at the same

load, thereby producing much higher stresses and

strains in the vicinity of the contact and reducing the

cracking threshold. This makes this indenter ideal for

the estimation of fracture toughness at relatively small

scales. The spherical indenter initiates elastic contact

and then causes elastic–plastic contact at higher loads,

and is well suited for the examination of yielding and

work hardening.

Nanoscratch and Lateral Force Measurements

The nanoscratch and lateral force option which allows

making of the scratches of various lengths at program-

mable loads is described here. Lateral (friction) forces

can also be measured simultaneously. The additional

hardware for the lateral force option includes a set of

proximity (capacitance) probes for measurement of

lateral displacement or force in the two lateral direc-

tions along x and y, and a special “scratch collar”

which mounts around the indenter shaft with hardness

indenter, Fig. 1b. A scratch block is mounted on the

end of the indenter shaft, in line with the proximity

probes and the positioning screws. The scratch tip is

attached to the scratch block with two Allen head

screws. The scratch tip can be a Berkovich indenter

or a conventional conical diamond tip with a tip radius

of about 1–5 mm and an included angle of 60–90�

(typically 1 mm of tip radius with 60� of included

angle). A larger included angle of 90� may be desirable

for a more durable tip. The tip radius should not be

very small because it will get blunt readily [7].
During scratching, a load is applied up to a specified

indentation load or up to a specified indentation depth,

and the lateral motion of the sample is measured. In

addition, of course, load and indentation depth are

monitored. Scratches can be made either at the con-

stant load or at ramp-up load. Measurement of lateral

force allows the calculations of the coefficient of fric-

tion during scratching. As an example, for the

Nanoindenter XP, the resolution of the proximity

probe provides resolution of lateral force of about

2 mN; therefore, a minimum load of about 20 mN

can be measured. Consequently, a minimum normal

load of about 0.2 mN should be used for a sample with

coefficient of friction of about 0.1 using the

Nanoindenter XP. Microscopy of the scratch produced

at ramp-up load allows the measurement of critical

load required to break up of the film (if any) and

scratch width and general observations of scratch mor-

phology. Typically, draw acceleration (mm/s2), and

draw velocity (mm/s) are 10 mm/s2 and 5 mm/s,

respectively.

Analysis of Indentation Data

An indentation curve is the relationship between the

load W and the displacement (or indentation depth or

penetration depth) h, which is continuously monitored

and recorded during indentation. Stress–strain curves,

typical indentation curves, the deformed surfaces after

tip removal, and residual impressions of indentation

for ideal elastic, rigid-perfectly plastic and elastic-

perfectly plastic, and real elastic–plastic solids are

shown in Fig. 2. For an elastic solid, the sample

deforms elastically according to Young’s modulus,

and the deformation is recovered during unloading.

As a result, there is no impression of the indentation

after unloading. For a rigid-perfectly plastic solid, no

deformation occurs until yield stress is reached, when

plastic flow takes place. There is no recovery during

unloading and the impression remains unchanged. In

the case of elastic–plastic solid, it deforms elastically

according to Young’s modulus and then it deforms

plastically. The elastic deformation is recovered dur-

ing unloading. In the case of an elastic-perfectly plastic

solid, there is no work hardening.

All engineering surfaces follow real elastic–plastic

deformation behaviorwith work hardening [1, 3, 5, 8, 9].

The deformation pattern of a real elastic–plastic

sample during and after indentation is shown schemat-

ically in Fig. 3a [10]. The contact depth (hc) is defined
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Fig. 2 Schematics of stress–

strain curves, typical

indentation curves, deformed

surfaces after tip removal, and

residual impressions of

indentation, for ideal elastic,

rigid-perfectly plastic, elastic-

perfectly plastic (ideal), and

real elastic–plastic solids
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as the depth of indenter in contact with the sample

under load. The depth measured during the indentation

(h) includes the depression of the sample around the

indentation in addition to the contact depth. The

depression of the sample around the indentation

(hs ¼ h � hc) is caused by elastic displacements and

must be subtracted from the data to obtain the actual

depth of indentation or actual hardness. At peak load,

the load and displacement are Wmax and hmax, respec-

tively, and the radius of the contact circle is a. Upon

unloading, the elastic displacements in the contact

region are recovered and when the indenter is fully

withdrawn, the final depth of the residual hardness

impression is hf. A load–displacement curve schematic

is shown in Fig. 3b.

Oliver and Pharr [10] developed an expression for

hc at the maximum load (required for hardness calcu-

lation) from hmax,

hc ¼ hmax � eWmax=Smax (1)
where e ¼ 0.72 for the conical indenter, e ¼ 0.75 for

the paraboloid of revolution, and e ¼ 1 for the flat

punch; and Smax is the stiffness (¼1/compliance)

equal to the slope of unloading curve (dW/dh) at the

maximum load. Oliver and Pharr [10] assumed that

behavior of the Berkovich indenter is similar to that

of the conical indenter, since cross-sectional areas of

both types of indenters varies as the square of the

contact depth and their geometries are singular at the

tip. Therefore, for Berkovich indenter, e � 0.72. Thus,

hc is slightly larger than plastic indentation depth (hp),
given by
p max max max

For a Vickers indenter with ideal pyramidal geom-

etry (ideally sharp tip), projected contact area-to-depth

relationship is given as [6, 11]

A ¼ 24:5h2c (3)
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Fig. 3 (a) Schematic

representation of the

indentation process

illustrating the depression of

the sample around the

indentation and the decrease in

indentation depth upon

unloading [10], and (b)

schematic of load–

displacement curve
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Since the area-to-depth relationship is equivalent

for both typical Berkovich and Vickers pyramids,

Eq. 3 holds for the ideal Berkovich indenter as well.

However, the indenter tip is generally rounded so that

ideal geometry is not maintained near the tip. The

actual indentation depth, hc, produces a larger contact

area than would be expected for an indenter with an

ideal shape. For the real indenter used in actual mea-

surements, the nominal shape is characterized by an

area function F(hc), which relates projected contact

area of the indenter to the contact depth

A1=2 ¼ F hcð Þ (4)
The functional form must be established experi-

mentally prior to the analysis.

Hardness Berkovich hardnessHB (orHB) is defined

as the load divided by the projected contact area of the

indentation. It is the mean pressure that a material will

support under load. From the indentation curve, the

hardness at maximum load can be obtained as
max

where Wmax is the maximum indentation load and A is

the projected contact area at the peak load. The contact

area at the peak load is determined by the geometry of
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Nanoindentation, Fig. 4 Hardness as a function of indenta-

tion depth for polished single-crystal silicon (111) calculated

from the area function with and without tip shape calibration [11]
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the indenter and the corresponding contact depth hc
using Eq. 1 and 4. A plot of hardness as a function of

indentation depth for polished single-crystal silicon

(111), with and without tip shape calibration, is

shown in Fig. 4. It should be noted that for this exam-

ple, tip shape calibration is necessary and the hardness

is independent of the corrected depth.

It should be pointed out that hardness measured

using this definition may be different from that

obtained from the more conventional definition in

which the area is determined by direct measurement

of the size of the residual hardness impression. The

reason for the difference is that, in some materials,

a small portion of the contact area under load is not

plastically deformed, and, as a result, the contact area

measured by observation of the residual hardness

impression may be less than that at peak load.

However, for most materials, measurements using

two techniques give similar results.

Stresses during the indentation process can induce

phase transformation in some ceramic materials, such

as yttria-stabilized ZrO2. Stress-induced-phase trans-

formation can cause a change in volume of indented

material that will in turn affect the load–displacement

data. A relationship between indentation pressure and

phase transformation and resulting change in volume

of indental material during the indentation would need

to be studied.

Modulus of Elasticity Even though during loading

a sample undergoes elastic–plastic deformation, the

initial unloading is an elastic event. Therefore, the
Young’s modulus of elasticity or, simply, the elastic

modulus of the specimen can be inferred from the

initial slope of the unloading curve (dW/dh) called

stiffness (1/compliance) (at the maximum load). It

should be noted that the contact stiffness is measured

only at the maximum load, and no restrictions are

placed on the unloading data being linear during any

portion of the unloading.

It has been found that the compliance for the

indenter is approximately independent of the shape

(with a variation of at most 3%) if the projected area

is fixed [6]. The relationship for the compliance C
(inverse of stiffness S) for an (Vickers, Knoop, and

Berkovich) indenter is given as
C ¼
S
¼

dW
�

2Er A
(6)
where 1
Er
¼ s

Es
þ i

Ei
, dW/dh is the slope of the

unloading curve at the maximum load, Er, Es, and Ei

are the reduced modulus and elastic moduli of the

specimen and the indenter, and ns and ni are the

Poisson’s ratios of the specimen and indenter. C (or S)

is the experimentally measured compliance (or stiffness)

at the maximum load during unloading, and A is the

projected contact area at the maximum load.

The contact depth hc is related to the projected area

of the indentation A for a real indenter by Eq. 4. A plot

of the measured compliance (dh/dW) the reciprocal

of the corrected indentation depth obtained from vari-

ous indentation curves (one data point at maximum

load for each curve) should yield a straight line with

slope proportional to 1/Er [11]. Es can then be calcu-

lated, provided Poisson’s ratio with great precision is

known to obtain a good value of the modulus. For

a diamond indenter, Ei ¼ 1,140 GPa and ni ¼ 0.07

are taken.

The most frequently used method to measure initial

unloading stiffness (S) is by Doerner and Nix [11], who
measured S by fitting a straight line to the upper about

one third portion of the unloading curve. The problem

with this is that for nonlinear loading data, the mea-

sured stiffness depends on how much of the data is

used in the fit. Oliver and Pharr [10] proposed a new

procedure. They found that the entire unloading data

are well-described by a simple power law relation:

W ¼ B h� hfð Þm; (7)
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where the constants B and m are determined by a least-

square fit. The initial unloading slope is then found

analytically, differentiating this expression and evalu-

ating the derivative at the maximum load and maxi-

mum depth.

This analysis is based on an elastic solution that

only accounts for sink-in (the indented material around

the indenter below its original surface). However, in

the more realistic case of elastic–plastic contact, sink-

in or pile-up (the indented material around the indenter

above its original surface) can occur depending on the

specific mechanical properties of the material. For

pile-up situations, the just-described method would

underestimate the true contact area by as much as

50%. This in turn leads to overestimation of the hard-

ness and elastic modulus. Based on some modeling,

pile-up is significant only when hf/hmax > 0.7 and the

material does not appreciably work harden. Note that

hf/hmax equal to zero corresponds to fully elastic defor-

mation and a value of 1 corresponds to rigid-plastic

behavior. Compressive residual stresses result in pile-

up whereas tensile stresses result in sink-in. Although

some correction procedures have been proposed [12],

the real contact area measurement requires imaging of

indentation impressions.

Determination of Load Frame Compliance and

Indenter Area Function The measured displacements

are the sum of the indentation depths in the specimen

and the displacements of suspending springs and the

displacements associated with the measuring instru-

ments, referred to as load frame compliance. There-

fore, to determine accurately the specimen depth, load

frame compliance must be known. This is especially

important for large indentations made with high mod-

ulus for which the load frame displacement can be

a significant fraction of the total displacement. The

exact shape of the diamond indenter tip needs to be

measured because hardness and elastic modulus

depend on the contact areas derived from measured

depths. The tip gets blunt and its shape significantly

affects the prediction of mechanical properties (Fig. 4).

Oliver and Pharr [10] proposed a method for

determining area functions. Their method is based

only on one assumption that Young’s modulus is

independent of indentation depth. They modeled the

load frame and the specimen as two springs in series;

thus,

C ¼ Cs þ Cf (8)
where C,Cs, and Cf are the total measured compliance,

specimen compliance, and load frame compliance,

respectively. Combining Eqs. 6 and 8 yields
C ¼ Cf þ
2Er A

(9)

From Eq. 9, it should be noted that if the modulus of

elasticity is constant, a plot of C as a function of A1/2 is

linear and the vertical intercept gives Cf. Accurate

values of Cf are obtained when the specimen compli-

ance is small, i.e., for large indentations.

To determine the area function and the load frame

compliance, Oliver and Pharr made relatively large

indentations in aluminum because of its low hardness.

In addition, for the larger aluminum indentations (typ-

ically 700–4,000 nm deep), the area function for a per-

fect Berkovich indenter (Eq. 3) can be used to provide

a first estimate of the contact.

Using the measured Cf value, they calculated con-

tact areas for indentations made at shallow depths on

the aluminum with measured Er and/or on a harder

fused silica surface with published values of Er, by

rewriting Eq. 9 as
A ¼
4 E2

r C� Cfð Þ2 (10)

from which an initial guess at the area function was

made by fitting A as a function hc data to an eighth-

order polynomial
A ¼ 24:5hc þ C1hc þ C2hc þ C3hc þ :::::

þ C8h
1=128
c (11)

where C1 through C8 are constants. The first term

describes the perfect shape of the indenter; the others

describe deviations from the Berkovich geometry due

to blunting of the tip.
Key Research Findings

Examples of Measured Mechanical Properties

To illustrate the usage of nanoindentation techniques,

typical data obtained on various bulk materials,

coatings, and microstructures is presented below.
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Load–Displacement Curves A variety of mechani-

cal phenomena, such as the transition from elastic to

plastic deformation, creep deformation, formation of

subsurface cracks, and crystallographic phase transi-

tion, can be studied by the load–displacement curves

obtained at different loading conditions [6]. The load-

time sequence used by Oliver and Pharr [10] for study

of various materials included three loading–unloading

cycles, hold for 100 s at 10% of the peak load, reload,

hold for 100 s, and unload. Load–displacement curves

for electropolished single-crystal tungsten are shown

in Fig. 5. The tungsten data are typical of materials in

which the hardness is relatively small compared to the

modulus, as is observed in most metals; most of the

indenter displacement in these metals is accommo-

dated plastically and only a small portion is recovered

on unloading. Figure 5 shows that the peak load dis-

placements shift to higher values in successive load-

ing/unloading cycles. In addition, the relatively large
displacement just prior to final unloading is due to

creep during the 100-s hold period at peak load. Inden-

tation at a very low load of 0.5 mN caused only elastic

displacements (Fig. 5b). At higher peak loads, the

indentation is not just elastic (Fig. 5c). When a thresh-

old load of about 1 mN is reached, a sudden jump in

displacement corresponding to the onset of plasticity is

observed, and a permanent hardness impression is

formed. Tungsten at low loads (Fig. 5c) exhibit distinct

hysteresis loops, as might be expected if there were

a small amount of reverse plasticity upon loading.

However, the looping degenerates with cycling after

three or four cycles, the load–displacement behavior is

largely elastic.

Another set of load–displacement curves is shown

in Fig. 6 for glass fibers, which are used as reinforce-

ments in numerous materials including plastic, rubber,

cement as well as heat insulation materials [13]. The

indents were made on polished cross sections of the
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fibers. Fibers C, Q, and S are all 16 mm diameter fibers,

each with different formulations. The load–displace-

ment plots of indentations made at 0.1 mN peak loads

on all fibers exhibit several displacement discontinu-

ities of pop-in marks during the first and second load-

ing steps of the indentation, as denoted by the arrows in

Fig. 6. Pop-in marks in the loading curves result from

sudden penetrations of the tip into the sample. Fiber

S exhibits the smallest pop-in marks, followed by

fibers Q and C, which suggests that Fiber S has the

highest resistance to plastic deformation as well as

crack formation and crack propagation.

Hardness and Elastic Modulus Measurements The

nanoindenter is commonly used to measure surface

mechanical properties of bulk materials [6, 10].
Hardness and elastic moduli for six bulk materials

and three materials used as a substrate for the construc-

tion of magnetic rigid disks and single-crystal silicon

are presented in Fig. 7. The data show that there is

a very little indentation size effect in several materials

on the hardness values. In the case of aluminum and

tungsten in Fig. 7, there is a modest increase in hard-

ness at low loads, which could be due to surface-

localized cold work resulting from polishing [10].

The modulus data also show that there is very little

evidence for an indentation size effect; i.e., the moduli

remain more or less constant over the entire range of

load.

The nanoindenter is ideal for the measurement of

mechanical properties of thin films and composite
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structures. A number of investigators have reported

hardness of composite structures with thin films on

a substrate. It is widely accepted that to measure true

hardness of the films, the indentation depth should not

exceed 10% of the film thickness [14]. However, based

on a finite element analysis of the indentation of thin

films of various thicknesses it was found that the true

hardness of the films could be obtained if the indenta-

tion depth does not exceed about 30% of the film

thickness. At higher indentation depths, the composite

hardness changes with the indentation depth [6].

The significance of the composite hardness and

modulus on multilayered thin films is illustrated for
the components of the digital micromirror device

(DMD). The DMD is the main component of commer-

cial DLPTM projectors, invented at Texas Instruments

(TI) in 1987. The DMD chip is composed of an array of

micromirrors, along with a yoke and hinge array

underneath. The contact between the tips at the end

of the yoke and the underlying landing site is required

for operation. Since the DMD chip is composed of

various thin film structures, the mechanical properties

of the component materials are important to the DMD

performance. Figure 8 shows the hardness and elastic

modulus as a function of contact depth for the DMD

materials measured using the continuous stiffness
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method, with data for Si (1 0 0) included for reference.

The samples belong to three categories: bulk material,

single-layer, and multilayered materials. For bulk

material, Si (1 0 0), the hardness and elastic modulus

does not change with contact depth, as expected. For

a hard film on soft substrate, TiN/Si, the hardness and
elastic modulus values decrease with contact depth.

For soft films on hard substrates, SiO2/Si and Al

alloy/Si, their hardness and elastic modulus values

increase with contact depth. The hardness and elastic

modulus of TiN/Si and SiO2/Si gradually approach the

hardness and elastic modulus values of Si (1 0 0) after
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the contact depths exceed 100 nm, due to the substrate

effect [15].

For multilayered materials, TiN/Al alloy/Si and

SiO2/TiN/Al alloy/Si, there are two common observa-

tions. For both samples, the lowest hardness values

were obtained near the TiN/Al alloy interfaces, which

are approached at the contact depth of about 100 and

200 nm, respectively. It is observed that both samples

show much lower hardness values (�5 GPa) at the

contact depth of about 30 nm as compared to the

corresponding single-layer materials. The substrate

effect contributions are expected to be small at this

contact depth.

It is known that for a metallic thin film, the mea-

sured hardness is sensitive to grain size, film texture,

film thickness, level of adhesion of the film to the

substrate, and presence of residual stress. When TiN

was reactively sputtered onto Al alloy, the stress state

and microstructure (grain size, texture) of TiN might

be changed as compared to TiN/Si, since the film

growth substrate is changed. According to the Hall–

Petch relationship, in metal and alloy films, if the grain

size of the TiN/Al alloy/Si was greater than that of

the TiN/Si, then the hardness would decrease. It is

believed that films grown by physical and chemical
vapor deposition techniques usually display

a preferred orientation, which is dependent upon depo-

sition process variables. Hardness reductions by as

much as two orders have been observed in cubic coat-

ings (e.g., TiC, TiN, ZrC) as a function of the preferred

orientation plane [e.g., (1 1 1), (1 0 0) and (1 1 0)]. For

SiO2/TiN/Al alloy/Si, since SiO2 is usually amorphous

when deposited as films, the grain size and texture may

not be the parameters responsible for the hardness

decrease of SiO2/TiN/Al alloy/Si [15].

Creep Resistance Most materials, including

ceramics (and even diamond) are found to creep at

temperatures well below half their melting points,

even at room temperature. Indentation creep and

indentation load relaxation (ILR) tests are commonly

used to measure the time-dependent flow of materials.

These techniques offer an advantage of being able to

probe the deformation properties of a thin film as

a function of indentation depth and location [6].

An example of nanoscale creep is shown in Fig. 9

for the noble metal thin films used for probe-based

ferroelectric data recording. In this technology,

a conductive atomic force microscope (AFM) probe

with a noble metal coating is placed in contact with

lead zirconate titanate (PZT) film, which serves as the
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ferroelectric material. The long-term device perfor-

mance will be compromised if the metal films exhibit

excessive creep [16]. Figure 9 shows creep data for the

various metal-coated probes and Si, where the change

in displacement, mean stress, and contact stiffness was

monitored while holding the tip at the maximum

imposed load (Pmax). A lower Pmax was applied on

Pt–Ir as it is a very thin coating; the selected load of

250 mN ensures that the tip is measuring the creep

resistance of the coating and did not penetrate the

substrate during the creep experiment. From the dis-

placement plots, it is observed that the three alloyed

coatings (Pt–Ni, Pt–Ir, and Au–Ni) exhibited less creep

compared to Pt. The Si surface also shows significant

creep, which is consistent with previous reports. This

creep on silicon is a combination of two factors: initial

creep can occur as the tip penetrates the native oxide

surface, which is then followed by a dislocation glide

plasticity mechanism [16, 17].

Microscratch Resistance of Various Materials

Using Micro/Nanoscratch Technique The microscratch

technique is commonly used for screening of bulk

materials for wear resistance. As stated earlier, normal

load applied to the scratch tip is gradually increased

during scratching until the material is damaged. Fric-

tion force can be measured during the scratch test [7].

After the scratch test, the morphology of the scratch

region including debris is observed in an SEM. Based

on the combination of the changes in the friction force

as a function of normal load and SEM observations, the

critical load is determined and the deformation mode is

identified. Any damage to the material surface as

a result of scratching at a critical ramp-up load results

in an abrupt or gradual increase in friction. Thematerial

may deform either by plastic deformation or fracture.

Ductile materials (all metals) deform primarily by plas-

tic deformation, resulting in significant plowing during

scratching. Tracks are produced whose width and depth

increase with an increase in the normal load. Plowing

results in a continuous increase in the coefficient of

friction with an increase in the normal load during

scratching. Debris is generally ribbon-like or curly,

whereas brittle materials deform primarily by brittle

fracture with some plastic deformation. In the brittle

fracture mode, the coefficient of friction increases very

little until a critical load is reached at which thematerial

fails catastrophically and produces fine debris, which is

rounded, and the coefficient of friction increases rapidly

above the critical load.
In the example for the digital micromirror device

(DMD) mentioned above, the repeated contact

between the yoke and landing site components even-

tually leads to wear over time. The wear resistance of

these materials can be evaluated through a nanoscratch

experiment. For the components of the DMD, Fig. 10

shows the coefficient of friction and scratch depth pro-

files as a function of increasing normal load, along with

SEM images of three regions over scratches [15]. SEM

images were taken at the beginning of the scratch

(indicated by “A” on the friction profile), at the point

of initiation of damage at which the coefficient of

friction increases by a factor of two (indicated by “B”

on the friction profile), and at the point of the initiation

of the delamination of the films (for Si substrate, this

region represents the position where severe damage

began) (indicated by “C” on the friction profile). The

normal load corresponding to region B is defined as the

“critical load.” Before the critical load (from regions

A to B), the coefficient of friction of the Si (1 0 0), TiN

and SiO2 films increased at a slower rate, and at the

critical load (region B), these three samples exhibit

a small increase in the coefficient of friction. However,

for the remaining samples, i.e., Al alloy, TiN/Al alloy,

and SiO2/TiN/Al alloy, the coefficient of friction

increased sharply from regions A to B. The slopes of

the increase of the coefficient of friction in these three

samples from regions A to B are inversely proportional

to the hardness of the samples. For instance, the Al

alloy shows the lowest hardness, but highest slope of

the increase of the coefficient of friction. The increase

of the coefficient of friction during scratching was

attributed to the increasing plowing of the sample by

the tip with increasing normal load, and the softer

material led to deeper plowing of the tip and faster

increase of the coefficient of friction. At region C, all

films were delaminated and experienced an abrupt

increase in the coefficient of friction, which was asso-

ciated with catastrophic failure as well as significant

plowing of the tip into the sample.

The SEM images show that all the samples experi-

enced plastic deformation at the beginning of the

scratch (region A). For Al alloy, because it is very

soft, region A is very close to region B. The indent of

the conical tip, the plastic deformation associated with

the pile-up was observed at the beginning of the

scratch for Al alloy. At region C, for Si (1 0 0) sub-

strate, only some debris particles were found without

any cracks on the side of the scratch, which is



2.0

1.5

1.0

0.5

0.0

2.0

1.5

1.0

0.5

0.0

2.0

1.5

1.0

0.5

0.0

2.0

1.5

1.0

0.5

0.0

2.0

1.5

1.0

0.5

0.0

2.0

1.5

1.0

0.5

0.0
0 2 4 6 8 10

C
oe

ffi
ci

en
t o

f f
ric

tio
n

0

–500

–1000

0

–500

–1000

0

–500

–1000

0

–500

–1000

0

–500

–1000

0

–500

–1000

100 nm SiO2/ 100 nm TiN / 250 nm AI-Ti-Si / Si

100 nm TiN / 250 nm AI-Ti-Si / Si

100 nm TiN / Si

100 nm SiO2/ Si

250 nm AI-Ti-Si / Si

S
cr

at
ch

 d
ep

th
 (

nm
) 

Si (100)

Normal load (mN)

Before scratch

After scratch
During scratch

Friction
A

A

A

A

A

A

B

B

B

B

B

B

C

C

C

C

C

C

Region CRegion BRegion A

2 μm

Nanoindentation, Fig. 10 Coefficient of friction and scratch

depth profiles as a function of normal load for DMD thin films

and SEM images of three regions over scratches: at the begin-

ning of the scratch (indicated by “A” on the friction profile), at
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profile), and at the point of film delamination (indicated by “C”
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responsible for the small increase in the coefficient of

friction. For TiN, SiO2 and Al alloy films, it is clear

that at region C, the scratch tip reached the Si substrate

and delaminated the film. The irregular cracks found

on the side of the scratch in TiN indicate that TiN is

brittle. However, it is interesting to observe that the

SiO2 film shows high ductility according to the SEM

images at region C, where regular film pieces were

found to attach to the sample surface even after the
film was delaminated. As expected, severe plowing

and high pile-up were found for Al alloy. For TiN/Al

alloy and SiO2/TiN/Al alloy, a lot of debris were found

at region C, indicating that more materials were torn

away from the films. By investigating the

corresponding scratch depths, it can be seen that at

region C, the in situ scratch depth of TiN/Al alloy

and SiO2/TiN/Al alloy are about 350 and 450 nm,

respectively, indicating that for both multilayer films,
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the tip reached the Si substrates. This may explain why

more material was torn away from the multilayered

films at region C. For the thin film materials used in

DMD, the damage initiated at the “critical load” should

be prevented in order to make the DMD operate prop-

erly. Therefore, the film topography and mechanical

property changes due to scratch in the region from A to

B, especially the film failure mechanism at region B,

are of great interest for DMD [15].

Nanofracture Toughness Nanoindentation can be

used to determine fracture toughness [6]. The indenta-

tion cracking method is especially useful for measure-

ment of fracture toughness of thin films or small

volumes. For fracture toughness measurement of

ultrathin films ranging from 100 nm to few microme-

ters, traditional indentation or four-point flexure tech-

niques cannot be used. Because of shallow indentation

depths required in the indentation technique, it is dif-

ficult to measure a radial crack length under even SEM.
Li et al. [18] developed a novel technique based on

nanoindentation in which through-thickness cracking

in the coating is detected from a discontinuity in the

load–displacement curve and energy released during

cracking is obtained from the curve. Based on the

energy released, fracture mechanics analysis is used

to calculate fracture toughness. A cube corner is pre-

ferred because the through-thickness cracking of hard

films can be accomplished at lower loads.

An example of the fracture toughness determination

for the thin films used in DMD is shown in Fig. 11,

which contains load–displacement curves of indenta-

tions made at 20, 50, and 100 mN peak indentation

loads together with the scanning electron microscopy

(SEM) micrographs of indentations on the TiN/Si and

SiO2/Si. Steps are found in the loading curves obtained

at 100 mN for TiN/Si, and at 50 mN (and 100 mN) for

SiO2 as shown by arrows in Fig. 11. The steps in the

loading curves of indentations result from the ring-like
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through-thickness cracking as shown in the SEM

images. These ring-like through-thickness cracking

were used to calculate the fracture toughness together

with the strain energy release obtained from the steps

in the loading curves, which will be described later. At

20 mN, the radial cracks were found in both TiN/Si and

SiO2/Si. The discontinuity in the displacement

observed during unloading is believed to be due to

the formation of lateral cracks at the base of the median

crack which results in the surface of the specimen

being thrust upward [19].

Li et al. [18] suggest that the steps in the loading

curve on the films result from the film cracking, and

that the fracture process progresses in three stages:

(1) first ring-like through-thickness cracks form around

the indenter by high stresses in the contact area;

(2) delamination and buckling occur around the con-

tact area at the film/substrate interface by high lateral

pressure; and (3) second ring-like through-thickness

cracks and spalling are generated by high bending

stresses at the edges of the buckled film. The fracture

toughness was calculated from the second ring-like

through-thickness cracking generated in the third

stage. In this stage, the stress concentration at the end

of the interfacial crack cannot be relaxed by the prop-

agation of the interfacial crack. With an increase in

indentation depth, the height of the bulged film

increases. When the height reaches a critical value,

the bending stresses caused by the bulged film around

the indenter will result in the second ring-like through-

thickness crack formation and spalling at the edge of

the buckled film, which leads to a step in the loading

curve. The step in the loading curve is totally from the

film cracking and not from the interfacial cracking or

the substrate cracking [19].

Nanofatigue Fatigue fracturing progresses through

a material via changes within the material at the tip of

a crack, where there is high stress intensity. There are

several situations: cyclic fatigue, stress corrosion, and

static fatigue. In this discussion, the focus is on cyclic

fatigue, which results from the cyclic loading of

machine components; e.g., the stresses cycle from

tension and compression occurs in a loaded rotating

shaft.

To compare the fatigue lives of the thin film struc-

tures used in the DMD, the contact stiffness data as

a function of the number of cycles for TiN/Si, SiO2/Si,

Al alloy/Si, TiN/Al alloy/Si, and SiO2/TiN/Al alloy/Si

cyclically deformed at an oscillating load amplitude of
8 mN with a mean load of 16 mN at a frequency of

45 Hz are shown in Fig. 12. For all the samples, the

contact stiffness increased to varying degrees at the

beginning of the fatigue test as a result of strain hard-

ening. TiN/Si and Al alloy/Si films have the longest

and shortest Nf, respectively. By comparing the Nf of

multilayered thin film structures with the corresponding

single top layer films �TiN and SiO2), it can be seen

that the multilayered thin film structures exhibited

shorter Nf. Ranking of the nanoscale fatigue data is

similar to results from hardness studies, i.e., the hard-

ness of multilayered thin film structures is lower than

that of the corresponding single top layer films [19].

The relationship between fatigue life and hardness

is as follows. At the beginning of the fatigue test, the

tip penetrates into the sample a certain displacement,

depending on the hardness of the sample. Then the tip

is held and a cyclic load is applied. As the number of

cycles increases, the tip penetrates deeper. It is known

that during the indentation fatigue test, even though

there may be no cracks, the tip of the sharp indenter can

sink deeper into the material and extend the plastic

zone. At this stage, the compressive stress and the

deformation volume may not be high enough to cause

cracks. In this case, the contact stiffness would not

decrease abruptly. It is known that voids and impurities

act as original cracks. As the number of cycles reaches

a critical value Nf, the original cracks beneath and

around the tip would propagate due to the accumulated

deformation, as well as new cracks that may develop at

high deformation volume. This would cause the con-

tact stiffness to drop suddenly. Since TiN/Si is the

hardest sample, it resisted the tip to sink and conse-

quently results in lower accumulated deformation vol-

ume. So it took a longer time for TiN/Si to fail due to

the fatigue-induced crack. For softer materials, SiO2/Si

and Al alloy/Si, the tip sank easily and caused larger

deformation volume and earlier fatigue failure. This

explanation can also be used to understand the data that

multilayered thin film structures with soft interlayer

showed shorter fatigue life than the corresponding top

hard films. The hardness of multilayered structures is

lower than the top hard films responsible for shorter

fatigue life [19].

Deformation of Microbeams Microscale structures,

such as beams, are common in MEMS/NEMS devices.

In this example, the focus is on polymer microbeams

designed for the BioMEMS device known as a cell

force sensor. In the work by Palacio et al. [20], the
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materials considered were poly(propyl methacrylate),

poly(methyl methacrylate), poly(styrene), and a poly

(styrene)-nanoclay composite (abbreviated as PPMA,

PMMA, PS and PS/clay, respectively). For this appli-

cation, nanoindentation can be used for conducting

bending experiments in the normal and lateral
directions. These experiments provide information on

the elastic modulus, yield strength, and breaking

strength of these materials. This example illustrates

how nanoindentation can be used beyond the more

traditional experiments carried out on bulk materials

and thin films.



2.0

1.5

1.0

0.5

0.0

2.0

1.5

1.0

0.5

0.0

2.0

1.5

1.0

0.5

0.0

2.0

1.5

1.0

0.5

0.0
5 10 15 200

Beam bending at a maximum load of 3 mN

PPMA beam

PMMA beam

PS beam

PS/clay beam

Beam breaks

N
or

m
al

 lo
ad

 (
m

N
)

Yield

Displacement (μm)

a

5 μm

Nanoindentation, Fig. 13 (continued)

N 1594 Nanoindentation
Bending experiments were performed by Palacio

et al. [20] with applied loads in the millinewton range

in order to investigate the behavior of polymer beams

beyond the elastic deformation regime. Figure 13a
shows normal load–displacement profiles at maximum

imposed loads of 0.5, 1.5 and 3.0 mN applied on three

different beams in one wafer sample. For PPMA,

PMMA and PS, the loading portion overlaps,
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Nanoindentation, Fig. 13 (a) Load–displacement curves for

the normal beam bending of the PPMA, PMMA, PS and PS/clay

polymer beams for use in the cell force BioMEMS sensor device.

SEM images correspond to the beams subjected to 3 mN load.

(b) Lateral bending of PS and PS/clay cantilever beams. The

lateral force is plotted as a function of the lateral displacement,

and the arrows indicate the onset of yield for both PS and PS/

clay, cracking for PS and breaking for PS/clay. SEM images

indicate the bending direction and the crack locations [20]
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indicating uniform beam quality. Slight variability in

the loading profile is observed in the PS/clay compos-

ite, which is attributed to variable interfacial adhesion

between the filler and the matrix and inhomogeneities

in the dispersion of the clay particles.

The first inflection in the load–displacement profiles

implies the onset of yield and its location is indicated

by arrows. The three unfilled polymers (PPMA,

PMMA and PS) exhibit ductility, as seen in the SEM

images for the beams tested with an applied load of

3 mN. The beams stretch at the ends and underneath

the center of the beam. These correspond to regions

subjected to maximum tensile stress. The beams

deformed symmetrically, indicating that the load was

applied equidistant from the clamping points. The PS/

clay nanocomposite beam exhibited slight yielding,

followed by breaking, as indicated by an arrow in the

load–displacement profile. After breaking, the load

continued to increase because a predefined load is

imposed by the nanoindenter. The corresponding

SEM image for PS/clay shows a flat fracture surface,

indicating that the crack propagated perpendicular to

the direction of the applied stress [20].
From the load–displacement curves, the yield

strength can be evaluated by using [20, 21]:
s ¼
4 bh2

(12)

where F is the load corresponding to yield of the beam

(as indicated by arrows in the load–displacement pro-

file), l, b, and h are the beam’s length, width and height,

respectively. It is assumed that the beam ends are

clamped.

Figure 13b presents the results of the lateral bending

experiments on PS and PS/clay cantilever beams. On

the left column are the plots for the lateral force

recorded as a function of the lateral displacement.

From the linear elastic regime (as indicated by the

straight line drawn over the data points), the modulus

can be evaluated. For a cantilever beam with one end

clamped, it is expressed as [20, 21]:
E ¼
3I

m (13)
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where l is the beam length, I is the area moment of

inertia for the beam cross section, and m is the slope of

the linear region of the force–displacement curve.

From the load–displacement curves, the yield

strength can be evaluated by using [20, 21]:
6Fl

s ¼

bh2
(14)

where F, l, b, and h are defined similarly as in Eq. 12.

The force used for calculating the yield strength is

taken at the point where a change in slope was

observed (as indicated by the arrows on the left in

Fig. 13b).

For PS, a steady decrease in the lateral load was

observed at 160 mm, while for the PS/clay beam, the

drop at 80 mm was abrupt (as indicated by the arrows

on the right). SEM images reveal that for PS, this

corresponds to crack formation at the base of the

beam that did not run throughout the entire thickness

of the beam. However for PS/clay, the beam broke,

which implies that the addition of the nanoclay filler

induces embrittlement of the beam.
Cross-References

▶Atomic Force Microscopy

▶ Friction Force Microscopy
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Definition

An electrical energy storage device stores the input

energy and delivers it in the form of electrical energy

when needed.

A material that is engineered with morphological

features on the order of less than 100 nm and exhibits

different characteristics compared to its bulk counter-

part is defined as a nanomaterial.
Overview

Need for Energy Storage Devices

Storage of electrical energy is one of the major

research focuses of this century. Energy storage

devices have already helped revolutionize the

electronic gadget industry, but apart from this, energy

storage devices of higher capacity and power rating

can prove to be very beneficial in other stationary

applications such as load-leveling in existing power

plants and nonstationary applications such as electric

vehicles.

The demand for electric power from an electric grid

varies based on the season, day of the week, hour, and

also due to transients. Figure 1 shows a typical electri-

cal power supply and demand curve over a 24-h period

[53]. The power plants are always designed to meet the

peak power demand. However, in a 24-h cycle, there

are instances when the demand for the power supply is

less than the peak power available. Thus, at times,

power plants are forced to operate at lower output

levels which prove to be uneconomical as the power

plants are most efficient at their rated capacity. Energy

storage devices can help balance this demand by

shifting the load from peak to off-peak hours. During

the off-peak hours the electrical energy can be stored in

an energy storage device, and then this stored energy

would be used during the peak hours. This load-

leveling would help in designing power plants

with lower rated capacity, thus reducing the cost of

installation. The operating cost of a power plant can be

reduced by operating the plants at the rated capacity for

most of the time during its life. Another advantage is

that the utility company can manage the demand

with the existing power plants and defer the installa-

tion of the higher capacity power plants and thus

reduce the overheads.

http://dx.doi.org/10.1007/978-90-481-9751-4_365
http://dx.doi.org/10.1007/978-90-481-9751-4_238
http://dx.doi.org/10.1007/978-90-481-9751-4_403
http://dx.doi.org/10.1007/978-90-481-9751-4_403
http://dx.doi.org/10.1007/978-90-481-9751-4_403
http://dx.doi.org/10.1007/978-90-481-9751-4_428
http://dx.doi.org/10.1007/978-90-481-9751-4_428
http://dx.doi.org/10.1007/978-90-481-9751-4_253
http://dx.doi.org/10.1007/978-90-481-9751-4_334
http://dx.doi.org/10.1007/978-90-481-9751-4_334
http://dx.doi.org/10.1007/978-90-481-9751-4_35
http://dx.doi.org/10.1007/978-90-481-9751-4_100009
http://dx.doi.org/10.1007/978-90-481-9751-4_100050
http://dx.doi.org/10.1007/978-90-481-9751-4_100208
http://dx.doi.org/10.1007/978-90-481-9751-4_100208
http://dx.doi.org/10.1007/978-90-481-9751-4_100263
http://dx.doi.org/10.1007/978-90-481-9751-4_100564


EES charging
from baseload

0 6 am 6 pmmid-day midnight

P
ea

k
M

id
-m

er
it

D
em

an
d 

(M
W

)

B
as

el
oa

d

Generation
profile
with EES

Generation
profile
without EES

EES discharging
in grid

EES charging
from baseload

Nanomaterials for
Electrical Energy Storage
Devices, Fig. 1 A typical

electrical power demand

profile for a 24-h period.

During early morning hours

the demand is below the

capacity of the power plant

while the demand is at peak in

the evening around 6 PM.

During off-peak hours an

electrical energy storage

(EES) device would store the

energy and during the peak

hours the EES will be

discharged. Thus EES would

level the load and the actual

demand cycle will be as shown

by the solid line (Adapted

from [53])
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Electrical energy storage devices also play a vital

role in the design and development of power plants

based on other unconventional renewable energy

sources, such as solar or wind energy [53]. The energy

harvested in such power plants varies largely due to

operating conditions such as weather, wind speed, and

temperature. In this case, electrical energy storage

devices can be used to store the energy during

the smooth operation of the plant and overcome the

intermittent nature of it. Thus, harvesting energy from

unconventional sources would be more feasible.

Apart from these stationary applications energy

storage devices are also necessary for certain

nonstationary applications. Since about 2000, batteries

have been seriously considered in the development

of electric vehicles. The automotive industry has

developed hybrid electric vehicles, plug-in hybrid

electric vehicles, and electric vehicles, which would

reduce dependence on oil and reduce greenhouse gas

emissions.

Need for Nanomaterials in Energy Storage

Nanomaterials, due to their unique characteristics,

are very instrumental in developing energy storage

devices with high energy and power density. Energy

conversion in energy storage devices takes place with a

chemical reaction at the surface, charge transfer,

etc. These processes occur at the nanoscale.

Nanomaterials provide a large surface area to volume

ratio for such processes to occur. A high surface area
permits a high contact area with the electrolyte and

a larger number of reaction sites. In certain cases they

enable electrode reactions to occur that cannot take place

for materials composed of micrometer-sized particles.

The kinetics of the energy storage device are

governed by the kinetics of the diffusion process

within the device elements. Nanomaterials help in

reducing the diffusion length and hence improve the

kinetics of the operation of an energy storage device.

Thus, nanomaterials can improve the charge-discharge

rates. The electron transport within the electrode is also

improved by nanometer-sized particles.

Since the charge transfer reactions occur mostly at

the surface of the nanometer-sized particles, the

induced stress and crystal lattice breakdown is less

during the repeated charge-discharge cycles. This

helps in improving the cycle life of the device.
Recent Trends in Electrical Energy Storage
Devices

A Ragone plot, shown in Fig. 2, is used to compare the

energy density and power density of various electrical

energy storage (EES) devices [53, 54]. Energy is

defined as the capacity to do work, so energy density

represents the capacity of the EES, i.e., the amount of

energy stored in the device. Power is defined as the rate

of doing work, so power density represents the rate at

which the EES is charged or discharged.
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As seen in the Ragone plot (Fig. 2), a fuel cell has

the highest energy density but poor power density, so

fuel cells are suitable for applications where high

energy storage is necessary. They also tend to operate

at optimum efficiency only at a constant output. They

have a certain warm-up time necessary to bring them to

operating conditions, and as such they are often

coupled with other EES. As opposed to fuel cells, an

electrochemical capacitor has high power density

but low energy density, so they are suitable for appli-

cations where rapid charge/discharge in necessary.

However the output of the electrochemical capacitor

depends largely on its state of charge, and thus it fails

to deliver energy at constant voltage [53]. Batteries

lie in between the fuel cell and the electrochemical

capacitor on the Ragone plot. They have higher

power density than fuel cells and do not require any

warm-up time. They also have higher energy density

than an electrochemical capacitor and have a flat

voltage curve during discharge. Thus, batteries have

been actively pursued as the EES for immediate future

applications.
Li-Ion Batteries

In 1912, G. N. Lewis started developing lithium

batteries. Lithium (atomic number 3, group 1, period 2)

metal was used as an anode in these batteries. Lithium

is an alkali metal, and being the lightest of the metals

with the greatest electrochemical potential, it has the
largest energy density for its weight. However, lithium

is very unstable and highly reactive, as it has only

one valence electron, which makes it unsafe as the

electrode material. As such, research shifted from

a lithium battery to a lithium-ion battery, which is a

much safer option. In 1991, Sony commercialized

Li-ion batteries and started using them in its electronic

products. Since then the importance and market for

Li-ion batteries has been ever increasing.

Figure 3 shows a schematic of a typical lithium-ion

battery. In a typical cylindrical lithium-ion battery

separator, anode, cathode and separator are stacked

alternately then rolled and packed in a cylindrical can

filled with electrolyte. The anode is the electropositive

electrode which holds the lithium in the charged state.

The cathode is the electronegative electrode which

serves as the source for the lithium [3]. The electrodes

are immersed in an electrolyte solution which is mostly

a lithium hexafluorophosphate (LiPF6) salt dissolved

in organic solvent. A separator is used in between the

anode and the cathode to avoid short-circuiting

between the electrodes. The electrochemical reaction

in the case of the lithium-ion battery is based on the

intercalation of Li+ ions in the electrodes. During

charging the Li+ ions are transferred from the

cathode and intercalated into the anode. During

discharging, a deintercalation reaction occurs, and

Li+ ions are transferred from the anode to the cathode

while the electrons flow through the external circuit.

The cell voltage is determined by the energy of the
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Fig. 3 Schematic showing operation of a Li-ion battery. In a

cylindrical battery separator, anode, cathode and separator are

stacked alternately then rolled and packed in a cylindrical can

filled with electrolyte solvent containing Li salt. During charging

Li+ ions are inserted in the anode structure by virtue of interca-

lation and during discharging, these Li+ ions are removed from

the anode structure by virtue of deintercalation and transferred to

the cathode
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chemical reaction, such as given by equation 1, occur-

ring in the cell [37].
Li FePO þ Li C ��!Li C þ Li FePO (1)
1�x 4 x 6 � 1�x 6 x 4
The anode and cathode electrodes used in Li-ion

batteries are complex composites with active material

bonded to the current collector with polymeric binders.

The anode material is bonded to the copper current

collector and the cathode material is bonded onto an

aluminum current collector. The cathode material

is also coated with carbon black to improve the

electronic conductivity.

Anode Lithium is an ideal anode material for Li-ion

batteries, but because of the plating out of lithium

during the charge/discharge cycle and subsequent for-

mation of dendrites, there is a risk of the cell being

short-circuited. Instead, carbonaceous materials are

preferred for anodes in most commercially available

Li-ion batteries [22]. Studies have been conducted on

graphite [6], C-C composite, mesocarbon microbeads

(MCMB) [18], carbon nanotubes [13, 52], and

carbon films. Evaporated carbon film and a natural

graphite anode is shown in Fig. 4a, b respectively

[22]. These anodes have a very good rate of

lithium insertion/removal and thus improve the

charge/discharge rate (power rating) of the battery,

but in any Li-ion cell with a carbonaceous anode

a solid electrolyte interphase (SEI) is formed during

the cycling of the cell [21, 22, 43]. The SEI is formed

from the electrolyte decomposition products [50]. This

SEI layer prevents the graphite surface from further

exfoliation and also prevents further reduction of the

electrolyte and consumption of active lithium. In the

case of nanoparticulate graphite, the consumption of

active lithium would be still higher, and the excessive

charge developed between the graphite surface and

the SEI would result in a loss of overall cell voltage.

Also, it is important to note that the lithium is interca-

lated into graphite at potentials less than 100 mV

versus Li+/Li. There is always a risk of lithium

depositing on the graphite surface resulting in dendrite

formation and fatal short-circuiting of the cell [6].

Carbon nanotubes exhibit twice the lithium storage

compared with graphite but have similar problems of

surface-layer formation and safety [6]. To overcome

some disadvantages of graphite, the research has been

focused on the titanium oxide.
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Electrical Energy Storage
Devices, Fig. 4 Different

types of anode materials used

in the Li-ion battery. (a) AFM

image of a carbon film on glass

prepared by electron-beam

evaporation technique [22];

(b) AFM image of a natural

graphite powder pressed

together in a hydraulic

press [22]; (c) TEM image of

TiO2-B nanowires [6]; and

(d) SEM image of mesoporous

Co3O4 nanowire arrays grown

on Ti foil. The inset shows the

open tips of the nanowire [28]
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The nanoparticles of non-toxic Li4Ti5O12

(Li[Li1/3Ti5/3]O4) with spinel structure have high

diffusion rates due to short diffusion distance. In this

spinel structured oxide, lithium can be intercalated to

give a composition range of Li4+xTi5O12, 0 < x < 3

[14, 20], but the capacity of the Li4Ti5O12 is only

150 mAh/g compared to 300 mAh/g capacity of

graphite. Instead nanotubes/nanowires composed of

TiO2-(B), as shown in Fig. 4c, are actively studied

[6]. This fifth polymorph of titanium dioxide has all

the advantages of Li4Ti5O12 but also has a capacity of

300 mAh/g. TiO2-(B) is also safer as it eliminates

the risk of lithium plating on the electrode and

can be cycled with higher rates as in Li4Ti5O12. The

TiO2-(B) nanowires exhibit better performance than

TiO2-(B) nanoparticles as they have higher reversibil-

ity of intercalation (>99.9% per cycle, after the first

cycle). Other similar oxide nanowire electrode

materials of interest include Sn, Co, and V oxides [6].

Lithium metal alloys such as Li4.4Sn (993 mAh/g) and

Li4.4Si (4,200 mAh/g) with high specific capacity are

also being considered as anode materials in Li-ion

batteries. The major drawback of these materials is

the large volume change during the cycling of the

cell to accommodate the large amounts of lithium [6].

Lithium’s ability to react reversibly with the binary

transition metal oxides is exploited in developing

anode materials such as mesoporous Co3O4, shown in

Fig. 4d [28]. This reaction is not limited by the one
or two lithium atoms per host as in intercalation, and

so such materials can have a higher capacity than

conventional anode materials. The poor kinetics of

these types of materials can be improved by using

nanowires or nanoparticulates as the anode material.

Cathode The potential area of greatest opportunity

for nanomaterials is the cathode of the Li-ion battery

[53]. The most common cathode materials are layered

oxides LiMO2, the spinels Li[M2]O4 and olivines

LiMPO4 where M is a transition metal atom [16].

The nanoparticulates of these materials reduce the

diffusion length, provide a higher electrolyte/electrode

contact area, and thus improve the charge/discharge

kinetics of the Li-ion batteries. The nanoparticles

of these lithium compounds are made by grinding,

synthesis from solution, or by solgel approaches [6].

Initially a LiCoO2, as shown in Fig. 5a, was devel-

oped as the cathode material for Li-ion batteries [6, 16],

but due to expensive and toxic cobalt they were later

replaced by oxides such as LiNi0.8Co0.15Al0.05O2

LiNi0.8Co0.2O2, Li1�xNi1�yCoyO2, and LiMn0.5Ni0.5O2

in commercial batteries [16, 23, 24]. These oxides have

a high operating voltage, in the range of 2.75–4.3 V

[16]. They have very high energy density and power

density but they lack the necessary structural stability

for deep discharge cycles, during which the host oxide

structure collapses upon removal of more than 50% of

the Li. Li spinel compounds, such as LiMn2O4 shown in

Fig. 5b, has good structural stability [6]. They also have
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Fig. 5 Different types of cathode materials used in the Li-ion

battery. (a) TEM image of mesoporous LiCoO2 transition metal

oxide [6], (b) TEM image of nanostructured LiMn2O4 spinel [6],

and (c) TEM image of olivine structured LiFePO4 nanoparticles

embedded in carbon matrix [38]
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higher operating voltage and high charge/discharge rate

but low energy density. The most recent among

these lithium compounds has been the olivine structured

LiFePO4 shown in Fig. 5c [38]. It has a lower operating

voltage of �3.3 V but demonstrates higher power and

energy density along with a good structural stability.
er eo A
Electrochemical Capacitors

Capacitors are commonly used in power and consumer

electronic circuits. However they have very low capac-

itance in the range of fewmillifarads which make them

unsuitable for large storage devices. In 1957, Becker

filed the first patent describing the concept of electro-

chemical capacitors (EC) which have capacitance in

the range of a few hundred farads [4, 46]. It was then

commercialized by Nippon Electric Company (NEC),

Japan, under a license from Standard Oil of Ohio

(SOHIO) [46]. EC are also called supercapacitors or

ultracapacitors. The two different types of EC are

the electric double layer capacitor (EDLC) and the

pseudocapacitor.

A schematic showing the operation of an EDLC is

shown in Fig. 6. EDLC consists of two electrodes with

a thin coating of active material having very high

surface area. These electrodes are immersed in an

electrolyte, mostly sulfuric acid or acetonitrile,

containing both positive and negative ions. When the

capacitor is connected to the external power source, the

electric field attracts the opposite charged ions toward

the surface of the electrode. The charge separation

occurs near the surface of the electrode, and energy

is stored in the EDLC. During discharging, as the
electrons flow through the load the ions disperse in

the electrolyte solution and the electrode-electrolyte

interface fades [25, 35]. A separator is used to

prevent the tunneling of the electrons between the

electrodes through the electrolyte. The other type of

EC capacitor, the pseudocapacitor, has essentially

the properties of the EDLC as well as a battery. Thus

a charge is stored by the surface as well as subsurface

activities. In EDLC there is no physical or chemical

change in the electrode, and the ion adsorption process

is highly reversible. Thus, theoretically EDLC can

be charged/discharged without any damage to its

components [34].

The charge separation at the electrode-electrolyte

interface is given by Helmholtz’s double layer capac-

itance C:
C ¼
d

(2)

where er is the electrolyte dielectric constant, eo is the

dielectric constant of the vacuum, d is the effective

thickness of the double layer (charge separation

distance), and A is the electrode surface area [46].

Many materials used as an anode in Li-ion batteries

are generally considered suitable for EC. In general, to

achieve high capacitance between the charged double

layer it is necessary to have a high specific surface area

(SSA) of the double layer material and electrodes with

high electronic conductivity. Carbonaceous material

has high SSA, high electronic conductivity, electro-

chemical stability, and structural stability and is suit-

able for the EC. The various carbon-based materials
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Fig. 6 Schematic showing operation of an electrochemical

capacitor (EC). During charging the ions in the electrolyte are

attracted to the nanoporous electrodes with opposite charge. This

creates the charge separation at the electrode-electrolyte inter-

face and the energy is stored in EC. During discharging, as the

electrons flow through the load the ions disperse in the electro-

lyte solution and the electrode-electrolyte interface fades
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such as carbon fabrics, carbide-derived carbons,

carbon nanotubes, onion-like carbon, and nanohorns

are studied as potential EC electrode materials. Disor-

dered microporous carbon (SiC-derived carbon),
shown in Fig. 7a, and carbon nanotubes, shown in

Fig. 7c, are among the various carbonaceous ideal EC

electrode materials due to their high SSA [46].

Several other materials, such as V2O5 nanowires

shown in Fig. 7b, and ruthenium oxides are actively

being studied as EC electrode materials due to their

broad range of morphologies [12, 49]. Hydrated ruthe-

nium oxide has the highest capacity, 200 Wh/kg [53].

The other promising EC material is nickel oxide due to

its high specific capacitance value compared to carbon

materials [1, 10, 27, 33]. Thin films of nickel oxide can

be easily synthesized through electrochemical route or

solgel method. The nanostructured NiO thin

films shown in Fig. 7d can be produced with specific

microstructure, high surface area, and reduced

crystallite size [39, 51].

Fuel Cell

A fuel cell converts the energy stored in the source fuel

to usable electrical energy. It is different from

other EES in that the reactants flow through the cell

rather than being sealed within the cell. There are

several types of fuel cells, but the most common are

the solid oxide fuel cell (SOFC) and the proton

exchange membrane fuel cell (PEMFC) [7].

A schematic of SOFC is shown in Fig. 8a and

schematic of PEMFC is shown in Fig. 8b. SOFC is

the most fuel flexible among all fuel cells. Other than

pure hydrogen, it can run on hydrocarbon, methanol,

or even gasoline, but in the case of PEMFC pure

hydrogen is the only choice of fuel. Essentially both

fuel cells have similar principles of operation except

that in SOFC, O2� ions are conducted through the solid
oxide membrane (SOM) while in PEMFC H+ ions are

conducted through the proton exchange membrane

(PEM) [17, 19].

In SOFC, the oxygen is oxidized to O2� as per the

following half-cell reaction at the cathode:
2
O2 þ 2e� ! O2 (3)

These O2� ions are conducted through the solid

oxide membrane to the anode where they are reduced

by hydrogen with water as a by-product. The anode

half-cell reaction is:
H2 þ O ! H2Oþ 2e (4)



Nanomaterials for
Electrical Energy Storage
Devices, Fig. 7 Different

types of electrode materials

used in EC. (a) TEM image of

a disordered microporous

carbon (SiC-derived carbon)

[46], (b) SEM image of an

array of carbon nanotubes

(CNT) on Si-C (inset shows

the TEM image of the same

CNT) [46], (c) TEM image

of V205 nanowires [49], and

(d) TEM image of ordered

mesoporous NiO [51]
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In the case of PEMFC, hydrogen is reduced at the

anode, and the H+ ions are formed as per the following

half-cell reaction:
H ! 2Hþ þ 2e� (5)
2

These H+ ions are conducted through the proton

exchange membrane, and they are combined with oxy-

gen at the cathode to form water as the by-product of

the reactions. The half-cell reaction at the cathode is:
1

2
O2 þ 2Hþ þ 2e� ! H2O (6)

Due to the high operating temperatures, in the range

of 500–1,000�C, SOFC is more cost effective as it does

not need an expensive catalyst such as Pt, used

in PEMFC, but the disadvantage of high operating

temperatures is that the components of SOFC should

demonstrate higher thermal and thermomechanical

stability. In the case of the PEMFC the operating

temperature is lower (70–100�C), but the proton

exchange membrane needs to be hydrated to optimum
levels to maintain the proton conductivity [17].

Too much wetting of the membrane causes flooding

of the cell. If the membrane is dry then it can also lead

to cracking of the membrane and overheating of the

cell [17].

A good electrolyte membrane for a fuel cell should

have high ionic conductivity, low electronic conduc-

tivity, should be stable in both oxidizing and reducing

environments, good mechanical properties, and good

thermal stability. The electrodes should have high

electronic conductivity and high (electro)catalytic

activity. The anode catalyzes the oxidation of the

fuel components by the ions transported through

the electrolyte membrane and the cathode catalyzes

the reduction of oxygen [19].

SOFC An extensive review of SOFC has been

presented by Minh [36], Singhal [47], and Ormerod

[41]. Themost widely accepted electrolyte for SOFC is

yttria-stabilized zirconia (YSZ) [39]. Figure 9a

shows a complex structure of the composite cathode

supported by a 240 mm thick dense YSZ electrolyte.

The cathode fabricated by combustion chemical

vapor deposition (CVD) consists of three porous
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Fig. 8 (a) Schematic showing operation of a solid oxide fuel

cell (SOFC). Oxygen is reduced at cathode and the resulting O2�

ions are conducted through the solid oxide electrolyte membrane

(SOM) to the anode where they are oxidized with the hydrogen to

formwater. (b) Schematic showing operation of a proton exchange

membrane fuel cell (PEMFC). Hydrogen is oxidized at the anode

and the resulting H+ ions are conducted through the proton

exchangemembrane (PEM) to the cathode where they are reduced

with O to form water
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layer structures, with about 5 mm thick 60 wt.%

lanthanum strontium manganite (LSM)-40 wt.%

gadolinia doped ceria (GDC) fine agglomerates

(0.5 mm diameter) at the bottom (close to YSZ electro-

lyte), followed by 5 mm thick 30 wt.% LSM-30 wt.%

lanthanum strontium cobaltite (LSC)-40 wt.% GDC

fine agglomerates (0.5 mm diameter), and 15 mm
thick 60 wt.% LSC- 40 wt.% GDC coarse agglomer-

ates (2–3 mm diameter) on the top (air side) [30]. The

inset shows the nanostructure present in the bottom

two layers. This nanostructure offers extremely high

surface area for oxygen reduction. The anode is

mostly a ceramic metal composite (cermet) comprised

of Ni + YSZ [17]. The other electrolyte systems

investigated for SOFC are strontium, magnesium-

doped lanthanum gallate (LSGM), and gadolinium-

or samarium-doped ceria (CGO or CSO).

PEMFC Operation of PEMFC and its materials has

been covered extensively in Costamagna and Srinivas

[8, 9]. In the case of PEMFC the most commonly

used electrolyte is Nafion® (sulfonated polymer),

manufactured by DuPont. Nafion is comprised of

perfluorinated backbones, which provide chemical sta-

bility, and of sulfonated side-groups which aggregate

and facilitate hydration, which is necessary for proton

conductivity. Figure 9b shows a typical membrane-

electrode assembly of PEMFC [5]. In this assembly,

the Nafion® membrane is hot-pressed onto the

electrode impregnated with Nafion® 5% solution by

brushing technique. Other sulfonated polymers have

been discussed by Kreuer [26]. For hydrogen/air fuel

cells, Pt nanoparticles supported on carbon are utilized

for both the anode and cathode.

Hydrogen storage Hydrogen is the optimal fuel for

all types of fuel cells. Storage of hydrogen on-board

a transportation vehicle continues to be one of the

most challenging topics for the commercialization of

hydrogen-fueled vehicles. Hydrogen has very high

energy density by mass but very poor volumetric

energy density. The higher volumetric energy density

can be achieved for smaller but not lighter containers

by compressing pure hydrogen to higher pressures,

but compressing the pure hydrogen requires a

high-powered compressor. Similarly, higher volumet-

ric density can be achieved by liquid hydrogen, but it

requires cryogenic storage systems as liquid hydrogen

boils at 20.268�K, increasing the cost of insulation. To
overcome these difficulties, storage of hydrogen

by adsorption (physisorption) on materials with high
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Electrical Energy Storage
Devices, Fig. 9 Different

types of electrode-electrolyte

materials used in SOFC and

PEMFC. (a) SEM image of

strontium doped lanthanum

manganite (LSM)–strontium

doped lanthanum cobaltite

(LSC)–gadolinia doped ceria

(GDC) composite cathode

electrode fabricated on yttria-

stabilized zirconia (YSZ)

electrolyte membrane used in

SOFC. The inset shows the

high resolution imaged of two

nanostructured bottom layers

close to the YSZ (adapted from

[30]). (b) PEM membrane-

electrode assembly used in

PEMFC. SEM image of the

cross-section of the Nafion®

117 membrane and electrode

impregnated with the Nafion®

5% solution [5]
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specific surface area or chemical bonding (chemisorp-

tion) in covalent and ionic compounds is becoming

more attractive [55]. Nanostructured materials

improve the thermodynamics and kinetics of hydrogen

adsorption and dissociation by decreasing the required

diffusion length and increasing the diffusion rate [40].

Carbonaceous nanomaterials such as activated carbon,

graphene nanofibers, carbon nanotubes, or a group of

synthetic materials called as metal oxide frameworks

(MOF) are considered for storage by physisorption

[29]. The hydrogen is adsorbed onto the surface by

weak van der Walls interaction between the hydrogen

molecules and the surface of the adsorbent material

[15, 39]. MOF-5, shown in Fig. 10a, with a formula

unit of Zn4O(C24H12)12) or Zn4O(benzene decarbox-

ylate)3, is one such extensively studied MOF material

[42]. A hydrogen storage capacity of 4 wt.% at 78 K

(�195�C) and 1 wt.% at room temperature has been

reported for different MOFs [40]. However, due to the

highly porous nature of these materials, volumetric

capacity may still be a significant issue [40]. The

other frequently studied physisorption-based materials

include zeolites [11], clathrate hydrates [45, 48], and

hollow glass microspheres (HGM) [2]. Usually hydro-

gen storage by physisorption-based materials, such as

MOF, HGM, CNT, etc., has poor capacity at normal
operating conditions [29]. Figure 10b shows another

class of materials – a complex hydride, borohydride

(LiBH4 +1/2 ZnCl2) doped with nano-Ni which stores

hydrogen by chemisorptions – used in storage of

hydrogen [40]. These hydrides along with other chem-

isorption materials, e.g., magnesium-based hydride,

metal nitrides, and amides imides, are very expensive,

and in some cases the hydrogen absorption/desorption

process is irreversible [29, 31, 32, 44]. The huge capac-

ity values of various materials published in respected

technical and scientific reports should be accepted with

caution as many values were wrongfully reported due

to gross experimental measurement errors [29].

Challenges

There is a profound effect of spatial boundaries and

contribution of surfaces due to small particle size on

many of the properties of materials; this challenges

researchers to develop new theories or at least adapt

and develop theories that have been established for

bulk materials [46]. Understanding how materials

store and transport charges at electrode-electrolyte

interfaces is critically important and will require

a fundamental understanding of charge transfer and

transport mechanisms. High electrolyte/electrode sur-

face areas may lead to more significant side reactions
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Fig. 10 Different types of materials used to store hydrogen.

(a) SEM image of metal-organic framework – 5 (MOF-5) which

stores hydrogen by physisorption on its surface [42], and (b)

SEM image of the complex borohydride (LiBH4 +1/2 ZnCl2)

doped with nano-Ni which stores hydrogen by chemisorptions

[40]
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with the electrolyte, and more difficulty maintaining

interparticle contact. There is also a challenge to

synthesize nanoparticles having controlled dimensions

with a cost effective process. The characterization of

functional and structural properties of these

nanomaterials also challenges the scientific commu-

nity in modifying the existing tools and/or developing

the new tools.
N
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Definition

An excitonic solar cell (XSC) is characterized by the

formation of an exciton that is produced from the

absorbed photons from sunlight. An exciton is

a tightly bound electron-hole pair which must be split

for charge generation. The exciton dissociation takes

place at the interface between the constituent semi-

conductors. Nanostructuration of interfaces is a crucial

approach toward highly efficient devices.
Overview

Among the many energy resources, the conversion of

sunlight into electricity has emerged as one of the most

promising alternatives. The evolution of photovoltaic

systems initiated several years ago with the silicon-

based solar cells (SiSCs). The need to lower energy

cost and to improve device versatility (e.g., flexible,

lightweight devices) has resulted on the maturity of the

technology toward inorganic thin film photovoltaics

(TFSCs) and, more recently, into a new generation

called excitonic solar cells (XSCs) [1–3]. The most

representative examples of XSCs are dye-sensitized

solar cells [1, 4], hybrid solar cells [3, 5–9], and

organic polymer solar cells [2, 3, 10–13]. The main

difference between inorganic solar cells (SiSCs and

TFSCs) and XSCs is their photoconversion mecha-

nism. In an inorganic solar cell, the absorption

of light leads to the direct formation of free
electron-hole pairs and the direct production of charge

carriers. In XSCs, the absorption of photons from sun-

light produces an exciton, a tightly electron-hole pair

which must be separated for charge generation. The

exciton dissociation takes place at the interface of the

constituent semiconductors. While inorganic solar

cells relay only on inorganic semiconductors, XSCs

apply organic semiconductor materials as part of the

device active layer. The presence of organic semicon-

ductors (e.g., dyes, small molecules, organic polymers)

implies weak intermolecular interactions and low

dielectric constants which leads to greater localization

of the photoexcited states. The dissociation of the

exciton can only be possible if the band offset energy

at the junction is greater than the exciton binding

energy in the material from which it was generated.

In comparison, excitons in SiSCs have binding ener-

gies of about 20 meV, and, as a consequence, the

absorption of photons generates free charge carriers

in the bulk. The electron and hole formed segregates to

the electrodes due to the build-up potential generated

at the p-n junction. These different mechanisms indi-

cate that each type of solar cell shows a high level of

dependence on the crystallinity of the materials

applied. Therefore, inorganic solar cells require highly

pure and highly crystalline inorganic semiconductors

(e.g., Silicon), while XSCs can utilize less crystalline

and less pure compounds (e.g., TiO2). The application

of less crystalline materials together with organic

semiconductors indicates that the interface between

constituents must be carefully controlled, but also per-

mits the fabrication of XSCs by low-cost and scalable

printing techniques. The key for highly efficient

XSCs is the control of the interfaces through materials

nanostructuration.

Classification of Excitonic Solar Cells (XSCs)

XSCs can be classified by the type of semiconductor

material applied or by the type of p-n junction used in

the final device [7]. Both types of classification are

strongly interconnected and sometimes generate con-

fusion. A good example is given by the terms bulk
heterojunction solar cell and organic solar cell,

which are usually employed when a blend between

a polymer and an electron transport material (e.g.,

P3HT and PCBM) is used as the active layer. In this

case, the term organic solar cell indicates that the

device is being labeled depending on the materials

employed (two organic semiconductors). In the case

http://dx.doi.org/10.1007/978-90-481-9751-4_100235
http://dx.doi.org/10.1007/978-90-481-9751-4_100196
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http://dx.doi.org/10.1007/978-90-481-9751-4_100565
http://dx.doi.org/10.1007/978-90-481-9751-4_100620
http://dx.doi.org/10.1007/978-90-481-9751-4_100620
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Nanomaterials for Excitonic Solar Cells, Fig. 1 A general

schematic representation of an excitonic solar cell (XSC) show-

ing the active layers made of the hole transport material (HTM)

and the electron transport material (ETM). The possible extra

layers that can be found in XSCs are also indicated. The interface

plays a crucial role in exciton dissociation
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of the term bulk heterojunction, the solar cell is defined

by the type of p-n junction, since the organic semi-

conductors employed for the fabrication of the device

(donor and acceptor) are mixed heterogeneously in

the bulk.

Before a general classification can be defined, the

identification of the basic components of XSCs must

be made. The main parts of these systems are the

electron transport material (ETM) and the hole trans-

port material (HTM) that are in contact through an

interface (Fig. 1). In some cases, the ETM and the

HTM are separated by a thin layer of a light-harvesting

molecule (LHM), like the dye in a dye-sensitized solar

cell, or inorganic quantum dots (QD) in some hybrid

solar cells. In other cases, the light-harvesting material

has a dual purpose acting also as the HTM, for exam-

ple, in an oxide/polymer hybrid solar cell, where the

polymer is the responsible for light harvesting and hole

transport at the same time. The ETM, LHM, and HTM

are “sandwiched” between two electrically conductive

electrodes, accountable for charge collection. Thus, in

a working device, the LHM is the responsible for

photon absorption, the exciton that is formed is then

dissociated at the interface between the HTM and

ETM. Both the ETM and the HTM are responsible

for charge transport (electrons and holes, respectively)

through the current collectors. Thus, the LHM, the

ETM, and the HTM are the main components of XSCs

for which the device is being classified. Other compo-

nents of the solar cell offer benefits to the whole

device, for example, oxide buffer layers in DSCs or

PEDOT and oxide layers in OSCs, among others.

These extra layers are used for multiple purposes,

especially to facilitate electron or hole transport or to

improve interface connection, but are not the main
active layer of the solar cell. Thus, in order to identify

the type of XSCs under study, a clear differentiation of

these extra layers from the main active layer of the

XSCs should be made. An easy rule of tomb is that the

XSCs will never function without the main active

layers, but they can still show photovoltaic response

(perhaps not optimal) when the “extra” layers are not

present. Figure 1 shows a schematic representation of

a XSCs indicating each layer within the device.

Classification by the Type of p-n Junction

XSCs can be classified by the type of junction used [3].

However, it has to be clear that the p-n junction is

composed by the ETM and the HTM. Examples of

ETM are semiconductor oxides like TiO2 or ZnO,

inorganic semiconductors like Sb2S3 or CdS, or C60

or C70 derivatives. Conducting organic polymers usu-

ally act as HTM, but some of them can also act as the

light-harvesting material (LHM) like polythiophenes.

There are also HTMs made of small molecules like the

spiro-OMeTAD. In the case of LHM, a dyemolecule is

an excellent example. These dyes are usually applied

in DSC, but some conducting polymers and inorganic

quantum dots can also act as the LHM.

In an XSC, the p-n junction is a critical parameter,

since the exciton diffusion length is limited to

10–20 nm in polymers and up to 1 mm in high-quality

small molecule films. Thus, in the device structure, the

p-n junction must maximize the volume of the light-

harvesting material at the interface of the constituent

semiconductors, contributing in this way to an opti-

mum charge generation and providing mobility path-

ways to enhance charge collection. A schematic

representation of some of the possible p-n junctions

is illustrated in Fig. 2. The most basic p-n junction is
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Nanomaterials for Excitonic Solar Cells 1611 N

N

the bilayer (Fig. 2a) where a smooth and flat interface

is made between the HTM and the ETM. The example

in Fig. 2b represents a nanostructured bulk

heterojunction where the surface area of the p-n junc-

tion has been enhanced by the application of

nanoparticles increasing the amount of LHM present

at the interface, if compared to bilayer flat devices

represented in Fig. 2a. This type of heterojunction

can be well ordered, as represented in Fig. 2d, by the

application of vertically aligned nanowires, nanorods,

nanotubes, or similar. If the nanoparticles in the elec-

trode shown in Fig. 2b, are distributed heterogeneously

within a polymer matrix, the final electrode will look

like as in Fig. 2c. The latter configuration is now called

a “bulk heterojunction.” In this junction, the electrons

and holes must be transported through the bulk and

reach the current collector; thus an interconnection

between materials constituents (especially between

molecules, nanoparticles, or similar) must be made.

The latter is achievable usually by the application of

thermal treatments (or similar), and the resulting p-n

junction is a bicontinuous network represented in

Fig. 2e. A bicontinuous bulk heterojunction is usually

observed in organic solar cells (OSC) where the ETM,

a C60 derivative like the PCBM, is well dispersed
within a polymer matrix, like the P3HT. The same

heterojunction can also be found in, for example, an

HSC of the type polymer/oxide where different

nanoforms of ZnO, can dispersed on a polymer matrix

like P3HT polymers. The bicontinuous bulk

heterojunction is characterized by the randomly dis-

persion of the active constituents. A drawback is

observed if some of the materials used stay isolated

after thermal treatment, forming islands that cannot

account for exciton dissociation, and an unoptimized

charge generation is observable form the solar cell.

Thus, optimization of the bulk heterojunction to

enhance charge separation at the interface is possible

if these interfaces can be arranged, for example,

by the application of well-ordered nanostructured elec-

trodes. Nanostructuration provides order, and order

means control over the electron transport and charge

collection. Figure 2d represents an example of such

electrode: a well-ordered nanostructured bulk

heterojunction made of vertically aligned nanorods,

nanowires, or similar (other different nanoforms are

also possible).

Two or more heterojunctions can be part of a single

device. For example, Fig. 2f represents a device where

a bulk heterojunction and an electrochemical junction
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are used. This example is representative of a DSC

where the bulk heterojunction is made between the

interaction of the TiO2 electrode and the light-

harvesting dye, and the electrochemical junction

is made by the TiO2/dye electrode and the liquid

electrolyte. In a solid-state dye-sensitized solar cell

(ss-DSC), where a solid organic semiconductor

replaces the liquid electrolyte, both junctions are bulk

heterojunctions [3].

Classification by the Type of Material

Classification of XSCs can be made by the type of

semiconductor applied: organic (polymers, dyes,

small organic molecules, etc.) or inorganic (e.g., ZnO,

TiO2, CdSe, etc.). The outcome is three basic solar cell

types: organic solar cells (OSCs), hybrid solar cells

(HSCs), and dye-sensitized solar cells (DSCs). In

OSCs, both materials are purely organic semiconduc-

tors, for example, the blend between two conducting

organic polymers or a mixture between a C60 derivative

and a conjugated polymer. In the case of HSC, the

device is characterized for the presence of, at least,

one phase of an inorganic semiconductor (e.g., Sb2S3,

TiO2) and a second phase of an organic semiconductor,

like a conducting organic polymer. Although DSC can

be classified also as HSC (due to the application of

organic and inorganic materials), it is considered
a different type of XSC, due to the presence of an

electrolyte (semiliquid, gel, solid, etc.).
Dye-Sensitized Solar Cell (DSC)

A DSC is characterized by an electrode made of

a semiconductor oxide, usually TiO2 but others like

ZnO can also be employed. A charge transfer dye is

anchored to the surface of the semiconductor oxide,

and finally, a liquid electrolyte containing a redox cou-

ple, usually iodide/triiodide in a solvent, completes the

device (Fig. 3). The photovoltaic process initiates

when photons from sunlight are absorbed by the dye.

The exciton is formed and dissociated at the interface

between the dye molecule and the semiconductor

oxide. The corresponding electron travels through the

semiconductor oxide until reaching the current collec-

tor (a transparent electrode), and the hole travels

through the liquid electrolyte. The regeneration of the

dye is possible when it accepts an electron from the

electrolyte. The iodine is regenerated by the reduction

of the triiodide at the counter electrode (Pt), and the

circuit is complete by the migration of the electron

through an external load. The voltage generated

from the DSC under illumination corresponds to

the difference between the Fermi level of the
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electron in the oxide and the redox potential of the

electrolyte [1, 4].

A variation of the DSC is the solid-state dye-

sensitized solar cell (ss-DSC) that rose in order to

overcome the problems observed in DSC due to the

application of liquid electrolyte (solvent evaporation,

electrode corrosion, among others). Thus solid, semi-

solid, gel-type, or nanoclay-based hole conductors

have been employed to replace it.
Organic Solar Cells (OSC)

Organic solar cells are characterized for the presence

of organic semiconductors in a bulk heterojunction

configuration as the main active layer [2, 10–13]. The

best combination is the blend between a C60 deriva-

tive, PCBM, acting as the ETM and a conducting

organic polymer as the HTM, yet other combinations

of organic semiconductors are possible (e.g., the blend

between two polymers) [14, 15]. In general, the pho-

tovoltaic energy conversion in OSCs is shown sche-

matically in Fig. 4. Photons from sunlight are absorbed
by the light-harvesting component, usually a polymer.

An exciton is formed at the interface between the HTM

and the ETM (or donor/acceptor interface) and disso-

ciates in electron and hole. The electron travels

through the ETM and the hole through the HTM until

reaching the electrodes and generate charge. Since the

active materials that form the bulk heterojunction are

distributed on the whole active layer, thin films used,

made of organic PEDOT:PSS or inorganic semicon-

ductor oxides, determine the direction at which the

electrons and holes migrate, as shown in Fig. 4. Thus,

two types of configurations can be found in OSC: the

conventional and the inverted. In a conventional OSC,

a thin film of PEDOT:PSS is placed between the trans-

parent conducting oxide (TOC) and the active mate-

rial. Thus, the holes generated at the interface will be

transported toward the PEDOT:PSS electrode and the

electrons toward the opposite direction. In an inverted

device, a thin-film layer of a semiconductor oxide is

placed between the TOC and the active layer, while in

the opposite side of the solar cell, a layer of the

PEDOT:PSS polymer is used. This configuration

allows for the electrons to travel toward the side of
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the oxide thin film, while holes are transported in the

opposite direction toward the PEDOT:PSS layer.

Although lower photovoltaic properties have been

found for the inverted solar cell configuration, the

lifetime of the device is being enhanced.
Hybrid Solar Cells (HSC)

Hybrid solar cells present very similar characteristics

and mechanisms with OSC; the main difference is that

at one of the main components is an inorganic semi-

conductor [5–9, 16, 17]. The ETMs in an HSC are, for

example, semiconductor oxides like TiO2, ZnO, etc.,

or inorganic semiconductors like CdS, CdSe, and

Sb2S3. In both cases, the inorganic semiconductor can

be used in any form: as a dense layers, nanoparticles,

nanorods, nanowires, etc. Except for the case of dense

layers, all other nanoforms can be mixed within

a conducting organic polymer to form a bulk

heterojunction configuration. Figure 5 shows an exam-

ple of an HSC. The active layer is composed of

nanoparticles of ZnO (the ETM) in direct contact

with a conducting organic polymer like P3HT (as the

HTM) acting as the main active layer. The presence of

a PEDOT:PSS layer on the ITO side is used as the hole

collector, and the Al metal electrode as the electron

collector. The position of these electrodes indicates

that the device is in its conventional configuration.

Figure 5c shows a SEM-3D tomography of a section

of the active layer of an HSC made of nanoparticles of
ZnO and a conducting polymer, P3HT. In the image,

the polymer P3HT is represented as transparent and the

ZnO nanoparticles in gray. The arrows show two of the

main problems observed in bulk heterojunctions: the

presence of islands or isolated material (useless as

charge carriers) and the connection of some ZnO

domains connected only by the top but not through

a correct path for charge transport. The latter reduces

the efficient electron transport lowering overall device

efficiency.
Device configuration

All XSCs share similar device configuration, active

materials, and p-n junctions. To illustrate the latter, in

Fig. 6 representation of different XSCs is shown,

where the same device configuration is maintained

though all the examples and only the materials

employed have been changed depending on the type

of XSC. Figure 6a represents the DSC device made

with a nanoparticulated electrode (usually TiO2) with

a Ru-based dye anchored to it. A redox liquid electro-

lyte completes the device. All the components are

“sandwiched” between two electrically conductive

electrodes, FTO and Pt respectively, where one of

these electrodes must be transparent for light irradia-

tion. A modification of the DSC has been made by the

replacement of the liquid electrolyte, with the purpose

of minimizing its disadvantages like solvent evapora-

tion, electrode corrosion, etc. Thus, the replacement of
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the liquid electrolyte in a DSC by a solid HTM, like

a conducting organic polymer or organic molecule like

spiro-OMeTAD, results in what is called a solid-state

dye-sensitized solar cell, ss-DSC (Fig. 6b). The light-

harvesting dye and the solid hole conductor can be

replaced by a single material, for example, a polymer

like P3HTwhich is characterized by a dual function: to

collect photons from sunlight and to work as a hole

transport. In this simplified version of the ss-DSC,

where the ETM is an inorganic semiconductor (e.g.,

TiO2, CdS, or similar) and the HTM is an organic

polymer (P3HT, MEH-PPV, etc.), the solar cell is

known as a hybrid solar cell, HSC (Fig. 6c). The term

hybrid is used since the device is made of both organic

and inorganic compounds. In this HSC, replacing

the inorganic ETM semiconductor (e.g., TiO2, CdS,

or similar) by an organic ETM semiconductor

(e.g., C60, C70, or similar) without modifying the
HTM (same organic semiconductor) would result in

an organic solar cell (Fig. 6d).
The Benefit of Nanostructuration in XSCs

The development of new materials tailored at the

nanoscale has become a major research area due to

the unique and novel properties that can be obtained.

Nanostructured excitonic solar cells have shown

the advantages of controlling the interfaces at the

nanoscale level. For example, in a bulk heterojunction

made of inorganic nanoparticles and a conducting

organic polymer, the inorganic semiconductor oxide

nanoparticle is dispersed within the conjugated poly-

mer matrix. The resulting oxide nanoparticle/polymer

blend must be annealed to improve nanoparticle con-

nection and to favor electron pathway through the
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ordered semiconductor oxide (ZnO and TiO2)-based electrodes

applied in XSCs: (a) vertically aligned ZnO NANORODS [7]

(b) vertically aligned ZnO nanotrees, and (c) well-ordered TiO2

nanocolumns with tailored inclination angle (From Ref. [18],

copyright 2011, Royal Society of Chemistry)
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electrode. Nevertheless, these devices are still limited

by incomplete exciton dissociation due to the isolation

of some nanoparticles from each other after thermal

treatment.

A nanostructured thin film, for example, well-

crystalline and vertically aligned nanowires can pro-

vide higher interfacial area between the donor and the

acceptor material (polymer/oxide, respectively) with

highly efficient electron transport pathways. In the

case of DSCs, the replacement of the nanoparticles

electrode by vertically aligned nanostructures emerged

also as a possibility to obtain faster electron transport

thus improving solar cell efficiency [7]. Moreover, the

need to replace problematic liquid electrolytes in DSC

by solid hole conductors with slower kinetics impels

the application of faster electron transport materials

like in vertically aligned nanostructures. Figure 7

shows SEM images of different oxide nanostructures,

from nanorods (a), nanotrees (b), nanocolumns (c).

The electron transport in an electrode made of

nanoparticles is limited by the grain boundaries

encountered between each nanoparticle. The applica-

tion of nanorods, especially if well ordered, paves the

way for an efficient electron transport through the

crystalline structure. The nanostructure can also be

tailored to enhance light absorption without eliminat-

ing the advantage of the nanorods. The nanotrees

(Fig. 7b) were synthesized with a dual purpose: to

enhance the light-harvesting properties of the nanorods

by increasing the surface area and by maintaining the

good electron transport properties that characterize

nanorods.

A practical approach of electrode nanostructuration

where high transparency is needed has been recently

reported. In this case, increasing the NR length will
increase light scattering and decrease the transparency

of the DSSC device. A singular example to overcome

these problems is the application of nanostructured

thin films [7, 18]. Transparent TiO2 thin films were

grown by the physical vapor deposition method at

glancing incidences (PVD-GLAD). This method of

synthesis furnishes aligned nanocolumnar layers at

well-controlled oblique angles. This nanostructure is

advantageous for solar collection, as it has already

been proved that tilting the nanocolumns improves

light entrapment efficiency. Zig-zag and other com-

plex morphologies can be also prepared by this

method. The resulting thin-film electrodes present

very open and porous microstructure where nanometer

size columns with a high internal porosity are

separated by wide pores that extend from the electrode

substrate up to the film surface. Many are the factors to

be considered when synthesizing these nanostructures:

the effect of electrode thickness, TiO2 crystallinity,

topology when arranged into multilayers, the pore

structure, or the distribution and concentration of dye

molecules within the film thickness. Figure 8 shows

SEM images (left) of ordered nanocolumns of TiO2

deposited by the GLAD technique at different angles.

Each sample is 500 nm thick and the angles at which

were deposited vary between 60� and 85�. Analyses of
the samples as electrode in DSC demonstrated that an

optimal deposition angle exists at 70�.
The enhancement observed has been attributed to

the increase in the dye-loading capacity of the thin

films. Setting the deposition angle at around 70�, at
which a 500-nm-thick electrode solar cell presents a

maximum efficiency of 1.04%. A zig-zag nanostruc-

ture of the TiO2 thin films made of stacks of 500-nm

layers deposited at the optimum 70� angles, was
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Society of Chemistry), and Right: IV curves of the DSC applying

the TiO2 electrodes

Nanomaterials for Excitonic Solar Cells 1617 N

N

applied to grow thicker films. This configuration

ensured good mechanical stability and high transpar-

ency for the films. Power conversion efficiency was

observed to increase with electrode thickness, reaching

a conversion efficiency of 2.78% for 3-mm electrodes

of quite good transparency [18]. The high transparency

of the obtained cells supports its implementation onto

colored glass and other related applications.

There are many possible methods to fabricate

nanomaterials, and the observed properties depend a

great extent on the preparation conditions. Nanostruc-

ture synthesis can be found as simple nanoparticles

or as nanorods, nanobelts, branched nanorods,

nanowires, ultranarrow nanobelts, hierarchical

nanostructures, nanocombs, nanosprings, nanospirals,

searnless nanorings, core-shell nanostructures,

nanocages, nanoflowers, among many others. It

is, however, also difficult to establish the optimal

synthesis methodology for solar cell applications

because the efficiency of an XSC depends on many

aspects and not only on the material nanostructure, like

thin film thickness, nanostructure dimension or surface

area, but also on overall device preparation like poly-

mer or dye applied, back contacts, active area,

etc. However, for XSCs, the most attractive syntheses

techniques due to the ease of its process, the low

temperature employed, and the possibility to obtain

the oxide nanostructures on a large area by continuous

methods and in different nanostructures are the hydro-

thermal methods, among them the chemical bath

deposition. The SILAR method is also an alternative
which interest is growing due to the ease of its appli-

cation. These methods permit the synthesis of mate-

rials not only as nanoparticles but also as well-aligned

nanostructures or core-shell nanostructures. These

synthesis methods have been applied for the synthesis

of many different inorganic semiconductors like TiO2,

ZnO, CdSe, etc. The synthesis involves precursor baths

with the ions of the materials to be synthesized and the

technique can be applied for the synthesis of isolated

materials (e.g., nanoparticles), the fabrication of nano-

structured electrodes, or the sensitization of molecules

on different substrates. One of the most attractive

examples applying the hydrothermal method is the

synthesis of vertically aligned nanostructures. The rea-

son behind the interest in these materials is due to the

excellent transport properties if compared to

nanoparticles. An example is the synthesis of ZnO

nanorods that can be made at low temperature, on

almost any substrate, and in a continuous mode [19].

The latter are attractive conditions for large scale pro-

duction. In general, the method to obtain vertically

aligned ZnO nanorods is based on a two-step technique

involving the coating of a substrate with ZnO seeds of

less than 10 nm in diameter. Every ZnO seed works as

a nucleation site for the formation of ZnO nanowires

under mid-wet conditions. The synthesis conditions,

like zinc concentration in solution, growth time, or

growth temperature, determine the final nanorod

dimensions and quality. Also the stability of the pre-

cursor ZnO seeds (nanoparticles) or the substrates to be

applied are important factors affecting the final ZnO
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nanostructures with reproducible results. As an exam-

ple, the variation of ZnO nanorod length and diameter

can be adjusted depending on the additives added

during synthesis. Polyethylenimine (PEI) has been

used for large surface area electrodes, so higher

amount of dye absorption can be obtained when

applied in a DSC. Nanorods as long as 30 mm were

observed when PEI additive was used; without addi-

tive the length of the nanorods was not more than 5 mm,

and their diameters increased also with time. Yet, the

longest nanorods, 20–25 mm, show only one fifth of the

surface area of an electrode made of nanoparticles [7].

Vertically aligned nanostructures of ZnO have been

extensively applied in XSCs. Nevertheless, in terms of

upstanding and well-ordered alignment, the current

synthesis methodologies applied for their fabrication

produce irreproducible nanostructures with dimen-

sions that are too far away from the ideal electrode

characteristics. Synthesis condition must be controlled

carefully; the minimal change in synthesis condition or

even the roughness of the underlying substrate can

affect nanorod dimension. Thus, a careful design of

the nanostructured electrode made of vertically aligned

nanorods should be made in order to fulfill the best

requirements for the type of solar cell where it will be

applied. For example, one of the most problematic

issues observed in XSCs is dye or polymer infiltration

(wettability); a solvent-soluble dye could reach the

whole surface area of the nanostructured electrode

more easily than a viscous polymer solution which

has to penetrate into dense packed nanowire network.

Vertically aligned nanocolumns (nanorods,

nanowires, nanotips, etc.) made of semiconductor

oxides have been proved to enhance electron transport

and reduce the recombination probability in different

excitonic solar cells (organic, dye sensitized, or

hybrid). Nevertheless, the power conversion efficien-

cies of these modified solar cells are still far below that

obtained with nanoparticle-based electrodes. Their

lower efficiency has been attributed to the relatively

low surface area of nanocolumnar electrodes and some

inefficiency of light absorption since some photons fall

on the gap between adjacent vertical nanorods. More-

over, the possibility to obtain highly porous ZnO

nanomaterials with good crystalline structure is possi-

ble and it suggests that there is room for improvement

on solar cell efficiency. In principle, the efficiency of

these type of solar cells could be enhanced by
increasing the thickness of the aligned nanocolumnar

thin films. The solar cells can be nanostructured to get

higher surface areas and longer nanocolumns. Never-

theless, recent results show that even NR lengths as

large as 40 mm result in low power conversion effi-

ciency. Most recent results show that the modification

of the synthesis methodology by the application of

additives or the tuning of the synthesis conditions

(temperature, time, etc.) reduces traps found on the

semiconductor surface. The challenge nowadays

resides in the interplay between large-area printing

technology and high-quality nanostructuration. The

control of both parameters will balance final device

cost and functionality.
Future Trends: From Nanomaterials to
Large-Scale Printed Devices

XSCs are promising devices due to the possibility to be

fabricated by scalable and low-cost printing techniques

(as example see Fig. 9), unachievable nowadays for

photovoltaic systems based on crystalline silicon.

Application of printing methods, like screen printing,

roll-to-roll, gravure, offset, lithography, inject, etc.,

will also permit the integration of other printing elec-

tronic devices (lighting, batteries, etc.) to constitute

a complete system [10, 12, 20–22]. A challenge in

printing technology is to achieve well-ordered

nanostructuration to the main active layer. For the

latter, friendly and low-temperature processes (synthe-

sis, pre-/post treatments, etc.) are required.

The development of liquid precursors or “inks,” is

the key for the scale-up of laboratory devices to com-

mercialization of large-scale printed photovoltaics.

Inks can be made from solutions or suspensions.

Solution-based inks present advantages like uniform

composition and phase, and the possibility of modifi-

cation of the material (e.g., doping). Nevertheless, the

ink solubility may depend on factors such as additives,

solvents, humidity, and temperature, among others. All

these parameters must be carefully controlled in order

to obtain a final useful ink. The preparation of suspen-

sions is another alternative which allows the applica-

tion of nanostructured solids designed and synthesized

at the nanoscale level, with good results [20–22].

Moreover, some recent synthesis methods allow for

certain degree of control of the final nanoforms [22].



Nanomaterials for Excitonic
Solar Cells, Fig. 9 A roll of

the printed modules showing

how two parallel sets of

modules were prepared

simultaneously. The zoom-in

shows the layer stack which is

PET-ITO-ZnO-P3HT:PCBM-

PEDOT:PSS-printed silver.

The device stack was

encapsulated using roll-to-roll

lamination post production

(From Ref. [20], copyright

2011 Royal Society of

Chemistry)
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In the suspension, the problem of the elimination of

organic precursors or additives after treatments is

a challenge, but the benefits range from tunable elec-

trical and optical properties to the enhancement of

mechanical characteristics.

Cross-References

▶Hybrid Solar Cells

▶Organic Photovoltaics: Basic Concepts and

Device Physics

▶ Plasmonic Structures for Solar Energy Harvesting

▶Toward Bioreplicated Texturing of Solar-Cell

Surfaces
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Synonyms

Bending strength; Creep; Fatigue strength; Fracture

toughness; Hardness; Indentation; Nanohardness;

Relaxation; Young’s modulus
Definition

Structural integrity is of paramount importance in all

devices. Load applied during the use of devices can

result in component failure. Cracks can develop and

propagate under tensile stresses, leading to failure.

Knowledge of the mechanical properties of

nanostructures is necessary for designing realistic

micro-/nanoelectromechanical systems (MEMS/

NEMS) and biological micro-/nanoelectromechanical

systems (BioMEMS/BioNEMS) devices. Elastic and

inelastic properties are needed to predict deformation

from an applied load in the elastic and inelastic

regimes, respectively. The strength property is needed

to predict the allowable operating limit. Some of the

properties of interest are hardness, elastic modulus,

bending strength, fracture toughness, and fatigue

strength. Many of the mechanical properties are scale

dependent; therefore, these should be measured at rel-

evant scales. Atomic force microscopy and

nanoindenters can be used satisfactorily to evaluate

the mechanical properties of micro/nanoscale

structures.
Overview

A wide variety of MEMS, including Si-based devices,

chemical and biological sensors and actuators, and

miniature non-silicon structures (e.g., devices made

from plastics or ceramics) have been fabricated with

http://dx.doi.org/10.1007/978-90-481-9751-4_254
http://dx.doi.org/10.1007/978-90-481-9751-4_365
http://dx.doi.org/10.1007/978-90-481-9751-4_187
http://dx.doi.org/10.1007/978-90-481-9751-4_100052
http://dx.doi.org/10.1007/978-90-481-9751-4_100165
http://dx.doi.org/10.1007/978-90-481-9751-4_100240
http://dx.doi.org/10.1007/978-90-481-9751-4_100260
http://dx.doi.org/10.1007/978-90-481-9751-4_100260
http://dx.doi.org/10.1007/978-90-481-9751-4_100282
http://dx.doi.org/10.1007/978-90-481-9751-4_100313
http://dx.doi.org/10.1007/978-90-481-9751-4_100503
http://dx.doi.org/10.1007/978-90-481-9751-4_100699
http://dx.doi.org/10.1007/978-90-481-9751-4_100893


Nanomechanical Properties of Nanostructures 1621 N

N

dimensions in the range of a couple to a few thousand

microns (see e.g., [4, 5, 9, 10, 15–17, 21–23, 29, 32,

40]). A variety of NEMS have also been produced (see

e.g., [13, 14, 18, 33, 38, 43]). MEMS/NEMS technol-

ogy and fabrication processes have found a variety of

applications in biology and biomedicine, leading to the

establishment of an entirely new field known as

BioMEMS/BioNEMS [2, 3, 9, 12, 19, 24, 30, 31, 37,

44]. The ability to use micro/nanofabrication processes

to develop precision devices that can interface with

biological environments at the cellular and molecular

level has led to advances in the fields of biosensor

technology [42, 44], drug delivery [34, 36], and tissue

engineering [25]. The miniaturization of fluidic sys-

tems usingmicro/nanofabrication techniques has led to

new and more efficient devices for medical diagnostics

and biochemical analysis [39]. The largest “killer”

industrial applications of MEMS include accelerome-

ters (over a billion US dollars a year in 2004), pressure

sensors for manifold absolute pressure sensing for

engines (more than 30 million units in 2004), and tire

pressure measurements, inkjet printer heads (more

than 500 million units in 2004), and digital

micromirror devices (about US $700 million revenues

in 2004). BioMEMS and BioNEMS are increasingly

used in commercial applications. Largest applications

of BioMEMS include silicon-based disposable blood

pressure sensor chips for blood pressure monitoring

(more than 25 million units in 2004), and a variety of

biosensors.

Structural integrity is of paramount importance in

all devices. Load applied during the use of devices can

result in component failure. Cracks can develop and

propagate under tensile stresses leading to failure

[6, 8]. Friction/stiction and wear limit the lifetimes

and compromise the performance and reliability of

devices involving relative motion [4, 5, 7, 9, 10].

Most MEMS/NEMS applications demand extreme

reliability. Stress and deformation analyses are carried

out for an optimal design. MEMS/NEMS designers

require mechanical properties on the nanoscale. Elastic

and inelastic properties are needed to predict deforma-

tion from an applied load in the elastic and inelastic

regimes, respectively. The strength property is needed

to predict the allowable operating limit. Some of the

properties of interest are hardness, elastic modulus,

creep, bending strength (fracture stress), fracture

toughness, and fatigue strength. Micro/nanostructures

have some surface topography and local scratches
dependent upon the manufacturing process. Surface

roughness and local scratches may compromise the

reliability of the devices, and their effect needs to be

studied.

Most mechanical properties are scale dependent [5,

6, 8–10]. Several researchers have measured the

mechanical properties of silicon and silicon-based

milli- to microscale structures including tensile tests

and bending tests, resonant structure tests for the mea-

surement of elastic properties, fracture toughness tests,

and fatigue tests. A few researchers have measured the

mechanical properties of nanoscale structures using

atomic force microscopy (AFM) and nanoindentation.

For stress and deformation analyses of simple geome-

tries and boundary conditions, analytical models can

be used. For analysis of complex geometries, numeri-

cal models are needed. Conventional finite element

method (FEM) can be used down to a few tens of

nanometer scale, although its applicability is question-

able at nanoscale. FEM has been used for simulation

and prediction of residual stresses and strains induced

in MEMS devices during fabrication, to perform fault

analysis in order to study MEMS faulty behavior, to

compute mechanical strain resulting from doping of

silicon, analyze micromechanical experimental data,

and nanomechanical experimental data. FEM analysis

of nanostructures has been performed to analyze the

effect of types of surface roughness and scratches on

stresses in nanostructures.

Commonly used materials for MEMS/NEMS are

single-crystal silicon and silicon-based materials

(e.g., SiO2 and polysilicon films deposited by low

pressure chemical vapor deposition (LPCVD) process)

[9, 10]. An early study showed silicon to be

a mechanically resilient material in addition to its

favorable electronic properties. Single-crystal 3C-SiC

(cubic or b-SiC) films, deposited by atmospheric pres-

sure chemical vapor deposition (APCVD) process on

large-area silicon substrates, are produced for high-

temperature micro/nanosensor and actuator applica-

tions. Amorphous alloys can be formed on both metal

and silicon substrates by sputtering and plating tech-

niques, providing more flexibilities in surface-integra-

tion. Electroless deposited Ni-P amorphous thin films

have been used to construct microdevices, especially

using the so-called LIGA techniques. Micro/

nanodevices need conductors to provide power as

well as electrical/magnetic signals to make them func-

tional. Electroplated gold films have found wide
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applications in electronic devices because of their abil-

ity to make thin films and process simplicity.

As the field of MEMS/NEMS has progressed, alter-

native materials, especially polymers, have established

an important role in their construction [9, 10]. This

trend has been driven by the reduced cost associated

with polymermaterials. Polymer microfabrication pro-

cesses, including micromolding and hot embossing

techniques, can be orders of magnitude less expensive

than traditional silicon photolithography processes.

Many polymers are biocompatible, so these can be

integrated into biomedical devices with minimal det-

rimental effects to the host or on the biofluids. An

improvement in device functionality (relative to sili-

con) is also possible due to the mechanical properties of

the polymer used, which have properties much closer to

biological tissues. Polymer BioMEMS structures

involving microbeams have been designed to measure

cellular forces. Polymer materials most commonly used

for biomedical applications include poly(methyl meth-

acrylate) (PMMA), poly(dimethylsiloxane) (PDMS),

and polystyrene. Another material of interest due to

ease of fabrication is poly(propyl methacrylate)

(PPMA), which has lower glass transition temperature

(Tg) (35–43�C) than PMMA (104–106�C), which per-

mits low temperature thermal processing.
Experimental Techniques for Measurement
of Mechanical Properties of Nanostructures

Indentation and Scratch Tests Using Micro/

Nanoindenters

A nanoindenter is commonly used to measure hard-

ness, elastic modulus, and fracture toughness, and to

perform micro/nanoscratch studies to get a measure of

scratch/wear resistance of materials [5, 9–11].

Hardness and Elastic Modulus

The nanoindenter monitors and records the dynamic

load and displacement of the three-sided pyramidal

diamond (Berkovich) indenter during indentation

with a force resolution of about 75 nN and displace-

ment resolution of about 0.1 nm. Hardness and elastic

modulus are calculated from the load-displacement

data [5, 10, 11]. The peak indentation load depends

on the mechanical properties of the specimen; a harder

material requires a higher load for reasonable indenta-

tion depth.
Fracture Toughness

The indentation technique for fracture toughness

measurement of brittle samples on the microscale is

based on the measurement of the lengths of median-

radial cracks produced by indentation. A Vickers

indenter (a four-sided diamond pyramid) is used in

a microhardness tester. A load on the order of 0.5

N is typically used in making the Vickers indentations.

The indentation impressions are examined using an

optical microscope with Nomarski interference con-

trast to measure the length of median-radial cracks, c.

The fracture toughness (KIC) is calculated by the fol-

lowing relation [26]:

KIC ¼ a
E

H

� 1 2= P

c3 2=

� 
(1)

where a is an empirical constant depending on the

geometry of the indenter, H and E are hardness and

elastic moduli, and P is the peak indentation load. For

Vickers indenters, a has been empirically found based

on experimental data and is equal to 0.016 [5]. Both E
and H values are obtained from the nanoindentation

data. The crack length is measured from the center of

the indent to the end of crack using an optical micro-

scope. For one indent, all crack lengths are measured.

The crack length c is obtained from the average value

of several indents.

Indentation Creep

For indentation creep test of polymer samples, the test

is performed using a continuous stiffness measure-

ments (CSM) technique [11]. In a study by Wei et al.

[45], the indentation load was typically 30 mN, and the
loading rate was 3 mN/s. The tip was held typically for
600 s after the indentation load reached 30 mN. To
measure the mean stress and contact stiffness, during

the hold segment the indenter was oscillated at a peak-

to-peak load amplitude of 1.2 mN and a frequency of

45 Hz.

Scratch Resistance

In micro/nanoscratch studies, in a nanoindenter,

a conical diamond indenter having a tip radius of

about 1 mm and an included angle of 60� is drawn

over the sample surface, and the load is ramped up

until substantial damage occurs [9–11]. The coefficient

of friction is monitored during scratching. In order to

obtain scratch depths during scratching, the surface
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Nanomechanical Properties ofNanostructures, Fig. 1 Sche-

matic showing the details of a nanoscale bending test using an

AFM. The AFM tip is brought to the center of the nanobeam and

the piezo is extended over a known distance. By measuring the

tip displacement, a load–displacement curve of the nanobeam

can be obtained [41]
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profile of the sample surface is first obtained by trans-

lating the sample at a low load of about 0.2 mN, which

is insufficient to damage a hard sample surface. The

500 mm long scratches are made by translating the

sample while ramping the loads on the conical

tip over different loads dependent upon the material

hardness. The actual depth during scratching is

obtained by subtracting the initial profile from the

scratch depth measured during scratching. In order to

measure the scratch depth after the scratch, the

scratched surface is profiled at a low load of 0.2 mN

and is subtracted from the actual surface profile before

scratching.

Bending Tests of Nanostructures Using an AFM

Quasi-static bending tests of fixed nanobeam arrays in

the normal direction are carried out using an AFM

[41]. A three-sided pyramidal diamond tip (with

a radius of about 200 nm) mounted on a rectangular

stainless steel cantilever is used for the bending tests.

The beam stiffness is selected based on the desired

load range. The stiffness of the cantilever beams for

application of a normal load up to 100 mN is about

150–200 N/m.

For the bending test, the tip is brought over the

nanobeam array with the help of the sample stage of

the AFM and a built-in high magnification optical

microscope (Fig. 1) [41]. For the fine positioning of

the tip over a chosen beam, the array is scanned in

contact mode at a contact load of about 2– 4 mN, which
results in negligible damage to the sample. After scan-

ning, the tip is located at one end of a chosen beam. To

position the tip at the center of the beam span, the tip is

moved to the other end of the beam by giving the

X-piezo an offset voltage. The value of this offset is

determined after several such attempts have been made

in order to minimize the effects of piezo drift. Half of

this offset is then applied to the X-piezo after the tip is

positioned at one end of the beam, which usually

results in the tip being moved to the center of the

span. Once the tip is positioned over the center of the

beam span, the tip is held stationary without scanning,

and the Z-piezo is extended by a known distance,

typically about 2.5 mm, at a rate of 10 nm/s, as shown

in Fig. 1. During this time, the vertical deflection

signal (dVAFM), which is proportional to the deflection

of the cantilever (Dtip), is monitored. The displacement

of the piezo is equal to the sum of the displacements of

the cantilever and the nanobeam. Hence the
displacement of the nanobeam (Dbeam) under the

point of load can be determined as
beam piezo tip

The load (Fbeam) on the nanobeam is the same as the

load on the tip/cantilever (Ftip) and is given by
beam tip tip

where k is the stiffness of the tip/cantilever. In this

manner, a load–displacement curve for each nanobeam

can be obtained.

The photodetector sensitivity of the cantilever

needs to be calibrated to obtain Dtip in nm. For this

calibration, the tip is pushed against a smooth diamond

sample by moving the Z-piezo over a known distance.

For the hard diamond material, the actual deflection of
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the tip can be assumed to be the same as the Z-piezo
travel (Dpiezo), and the photodetector sensitivity (S) for

the cantilever setup is determined as
S ¼ D =dV nm=V (4) Beam

M

M

M M

Positive

Neutral axis

B
en

di
ng

 m
om

en
t

Nanomechanical Properties of Nanostructures, Fig. 2
A schematic of the bending moments generated in the beam

during a quasi-static bending experiment, with the load at the

center of the span. The maximum moments occur under the load

and at the fixed ends. Due to the trapezoidal cross section, the

maximum tensile bending stresses occur at the top surfaces at the

fixed ends
piezo AFM

In the measurements, Dtip is given as dVAFM � S.
Since a sharp tip would result in an undesirable

large local indentation, Sundararajan and Bhushan

[41] used a diamond tip which was worn (blunt).

Indentation experiments using this tip on a silicon sub-

strate yielded a residual depth of less than 8 nm at

a maximum load of 120 mN, which is negligible com-

pared to displacements of the beams (several hundred

nanometers). Hence one can assume that negligible

local indentation or damage is created during the bend-

ing process of the beams and that the displacement

calculated from Eq. 2 is from the beam structure.

Elastic Modulus and Bending Strength

Elastic modulus and bending strength (fracture stress)

of the beams can be estimated by equations based on

the assumption that the beams follow the linear elastic

theory of an isotropic material. This is probably valid

since the beams have high length-to-width ‘/w and

length-to-thickness ‘/t ratios and also since the length

direction is along the principal stress direction during

the test. For a fixed elastic beam loaded at the center of

the span, the elastic modulus is expressed as
‘3

F ‘e
E ¼
192I

m (5)

where ‘ is the beam length, I is the area moment of

inertia for the beam cross section, and m is the slope of

the linear region of the load–displacement curve dur-

ing bending [46]. The area moment of inertia for

a beam with a trapezoidal cross section is calculated

from the following equation:
4w2w w þ w2
I ¼ 1 1 2 2

36 w1 þ w2ð Þ t3 (6)
where w1 and w2 are the upper and lower widths,

respectively, and t is the thickness of the beam.

According to linear elastic theory, for a centrally

loaded beam, the moment diagram is shown in Fig. 2.

The maximum moments are generated at the ends
(negative moment) and under the loading point (posi-

tive moment) as shown in Fig. 2. The bending stresses

generated in the beam are proportional to the moments

and are compressive or tensile about the neutral axis

(line of zero stress). The maximum tensile stress (sb,
which is the bending strength or fracture stress) is

produced on the top surface at both the ends and is

given by [46]
sb ¼ max 1

8I
(7)

where Fmax is the applied load at failure, and e1 is the

distance of the top surface from the neutral plane of the

beam cross section and is given by [46]

e1 ¼ t w1 þ 2w2ð Þ
3 w1 þ w2ð Þ (8)

Although the moment value at the center of the

beam is the same as at the ends, the tensile stresses at
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the center (generated on the bottom surface) are less

than those generated at the ends (per Eq. 7) because

the distance from the neutral axis to the bottom

surface is less than e1. This is because of the trapezoi-

dal cross section of the beam, which results in the

neutral axis being closer to the bottom surface than

the top (Fig. 2).

In the preceding analysis, the beams were assumed

to have fixed ends. However, in the nanobeams used by

Sundararajan and Bhushan [41], the underside of the

beams was pinned over some distance on either side of

the span. Hence a finite element model of the beams

was created to see if the difference in the boundary

conditions affected the stresses and displacements of

the beams. It was found that the difference in the

stresses was less than 1%. This indicates that the

boundary conditions near the ends of the actual

beams are not that different from that of fixed ends.

Therefore the bending strength values can be calcu-

lated from Eq. 7.

Fracture Toughness

Fracture toughness is another important parameter for

brittle materials such as silicon. In the case of the

nanobeam arrays, these are not best suited for fracture

toughness measurements because they do not possess

regions of uniform stress during bending. Sundararajan

and Bhushan [41] developed a methodology, and its

steps are outlined schematically in Fig. 3a. First,

a crack of known geometry is introduced in the region

of maximum tensile bending stress, i.e., on the top

surface near the ends of the beam. This is achieved

by generating a scratch at high normal load across the

width (w1) of the beam using a sharp diamond tip

(radius < 100 nm). A typical scratch thus generated

is shown in Fig. 3b. By bending the beam as shown,

a stress concentration will be formed under the scratch.

This will lead to failure of the beam under the scratch

once a critical load (fracture load) is attained. The

fracture load and relevant dimensions of the scratch

are input into the FEM model, which is used to gener-

ate the fracture stress plots. Figure 3c shows an FEM

simulation of one such experiment, which reveals that

the maximum stress does occur under the scratch.

If one assumes that the scratch tip acts as a crack tip,

a bending stress will tend to open the crack in Mode I.

In this case, the stress field around the crack tip can be

described by the stress intensity parameter KI (for

Mode I) for linear elastic materials [20]. In particular
the stresses corresponding to the bending stresses are

described by

s ¼ KIffiffiffiffiffiffiffiffi
2pr
p cos

y
2

� 
1þ sin

y
2

� 
sin

3y
2

� � �
(9)

for every point p(r,y) around the crack tip as shown in

Fig. 4. If the fracture stress (sf) is substituted into the

left hand side of Eq. 9, then the KI value can be

substituted by its critical value, which is the fracture

toughness KIC. Now, the fracture stress can be deter-

mined for the point (r ¼ 0, y ¼ 0), i.e., right under the

crack tip as explained above. However, r¼ 0 cannot be

substituted in Eq. 9. The alternative is to substitute

a value for r which is as close to zero as possible. For

silicon, a reasonable number is the distance between

neighboring atoms in the (111) plane, the plane along

which silicon exhibits the lowest fracture energy. This

value was calculated from silicon unit cell dimensions

of 0.5431 nm [1] to be 0.4 nm (half of the face diago-

nal). This assumes that Si displays no plastic zone

around the crack tip, which is reasonable since in

tension, silicon is not known to display much plastic

deformation at room temperature. Sundararajan and

Bhushan [41] used values r ¼ 0.4–1.6 nm (i.e., dis-

tances up to 4 times the distance between the nearest

neighboring atoms) to estimate the fracture toughness

for both Si and SiO2 according to the following

equation:

KIC ¼ sf
ffiffiffiffiffiffiffiffi
2pr
p

r ¼ 0:4 to 1:6 nm (10)
Fatigue Strength

In addition to the properties mentioned so far that can

be evaluated from quasi-static bending tests, the

fatigue properties of nanostructures are also of interest.

This is especially true for MEMS/NEMS involving

vibrating structures such as oscillators and comb drives

and hinges in digital micromirror devices. To study the

fatigue properties of the nanobeams, Sundararajan and

Bhushan [41] applied monotonic cyclic stresses using

an AFM, Fig. 5a. Similar to the bending test, the

diamond tip is first positioned at the center of the

beam span. In order to ensure that the tip is always in

contact with the beam (as opposed to impacting it), the

piezo is first extended by a distance D1, which ensures

a minimum stress on the beam. After this extension,

a cyclic displacement of amplitude D2 is applied
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Schematic of technique to generate a defect (crack) of known

dimensions in order to estimate fracture toughness. A diamond

tip is used to generate a scratch across the width of the beam.

When the beam is loaded as shown, a stress concentration is

formed at the bottom of the scratch. The fracture load is then

used to evaluate the stresses using FEM. (b) AFM 3-D image and

2-D profile of a typical scratch. (c) Finite element model results

verifying that the maximum bending stress occurs at the bottom

of the scratch [41]
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continuously until failure of the beam occurs. This

results in the application of a cyclic load to the beam.

The maximum frequency of the cyclic load that could

be attained using the AFM by Sundararajan and

Bhushan [41] was 4.2 Hz. The vertical deflection sig-

nal of the tip is monitored throughout the experiment.

The signal follows the pattern of the piezo input up to

failure, which is indicated by a sudden drop in the

signal. During initial runs, piezo drift was observed
that caused the piezo to gradually move away from the

beam (i.e., to retract), resulting in a continuous

decrease in the applied normal load. In order to com-

pensate for this, the piezo is given a finite extension of

75 nm every 300 s as shown in Fig. 5a. This results in

keeping the applied loads fairly constant. The normal

load variation (calculated from the vertical deflection

signal) from a fatigue test is shown in Fig. 5b. The

cyclic stress amplitudes (corresponding to D2) and
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describe a stress field around the crack tip in terms of the stress

intensity parameter, KI [41]
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Schematic showing the details of the technique to study fatigue

behavior of the nanobeams. The diamond tip is located at the

middle of the span and a cyclic load at 4.2 Hz is applied to the

beam by forcing the piezo to move in the pattern shown. An

extension is made every 300 s to compensate for the piezo drift to

ensure that the load on the beam is kept fairly constant. (b) Data

from a fatigue experiment on a nanobeam until failure.

The normal load is computed from the raw vertical deflection

signal. The compensations for piezo drift keep the load fairly

constant [41]
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fatigue lives are recorded for every sample tested.

Values for D1 are set such that minimum stress levels

are about 20% of the bending strengths.

Bending Tests of Micro/Nanostructures Using

a Nanoindenter

Quasi-static bending tests of micro/nanostructures in

both normal and lateral directions are carried out using

a nanoindenter (Fig. 6) [27, 28, 35, 45]. The advantage

of a nanoindenter is that loads up to about 400 mN,

higher than that in AFM (up to about 100 mN), can be

used for structures requiring high loads for experi-

ments. Bending experiments in the normal direction

have been carried out on the suspended beams using

the nanoindenter fitted with a conical tip that has

a 1 mm radius of curvature and a 60� included angle.

Figure 6a shows the schematic of the beam bending

experimental setup. To avoid the indenter tip pushing

into the specimen, a blunt tip is used in the bending and

fatigue tests. For ceramic and metallic beam samples,

Li et al. [28] used a diamond conical indenter with

a radius of 1 mm and an included angle of 60�. For
polymer beam samples, Wei et al. [45] and Palacio

et al. [35] reported that the diamond tip penetrated the

polymer beams easily and caused considerable plastic

deformation during the bending test, which led to

significant errors in the measurements. To avoid this

issue, the diamond tip was dip-coated with PMMA

(about 1–2 mm thick) by dipping the tip in the 2%

PMMA (wt/wt) solution for about 5 s. Load position

used was at the center of the span for the bridge beams

and at 10 mm off from the free end of cantilever beams.

An optical microscope with a magnification of 1500 x

or an in situ AFM is used to locate the loading position.
Then the specimen is moved under the indenter loca-

tion with a resolution of about 200 nm in the longitu-

dinal direction and less than 100 nm in the lateral

direction. Using the analysis presented earlier, elastic

modulus and bending strength of the beams can be

obtained from the load–displacement curves [28, 35,

45]. For fatigue tests, an oscillating load is applied and
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contact stiffness is measured during the tests.

A significant drop in the contact stiffness during the

test is a measure of the number of cycles to failure [27].

A schematic of the lateral bending experimental

setup in shown in Fig. 6b. The nanoindenter was fitted

with a conical tip which has a 1 mm radius of curvature

and a 60� included angle. The tip was positioned at

200–300 mm away from the beam anchor and 20 mm
from the edge of the beam length. The indenter was

programmed to perform a scratch at a constant load of

400 mN, and the stage was moved at a rate of 10 mm/s.

Since the lateral force contribution of the substrate

surface is constant, any additional force recorded
comes from the cantilever beam response. From the

linear elastic regime in the measured lateral force as

a function of lateral displacement, the elastic modulus

can be evaluated. For a cantilever beam with one end

clamped, it is expressed as [46]
E ¼
3I

m (11)

where, as described earlier, ‘ is the beam length, I the

area moment of inertia for the beam cross section,

and m is the slope of the linear region of the force–

displacement curve.
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Closure

Mechanical properties of nanostructures are necessary

in designing realistic MEMS/NEMS and BioMEMS/

BioNEMS devices. These can be measured using an

AFM or nanoindenter. Most mechanical properties are

scale dependent.
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Definition

Nanomechanical resonators (or nanoresonators, for

this entry) are typically simple nanoscale objects such

as rods, beams of rectangular cross-section, grids, or

hollow tubes, set into mechanical vibration around

a resonance frequency. This entry focuses on ambient

fluid (gas or liquid) interaction with nanoresonator-

based sensors.
Introduction

Nanoresonators, often referred to as examples of

NEMS (Nano Electro Mechanical Systems) devices,

are of technological interest because of their potential

for extraordinary sensitivity as mass and force mea-

surement devices. To convey this sensitivity to the

nonspecialist, a relevant unit for measurable added

mass is a zeptogram (1 zg ¼ 10�21 g), the mass of

about 33 water molecules, or a billionth part of one

trillionth of a typical 0.1 ml water droplet seen in

a household faucet; a relevant unit for measurable

force is an attonewton (1 aN ¼ 10�18 N), equivalent
to the weight of one millionth part of one billionth of

such a droplet. In the last half-decade, published

reports of zeptogram mass resolution [1] and
attonewton force resolution [2], using nanomechanical

structures of submicron dimensions, now allow us to

anticipate new roles for nanoresonators in healthcare,

biological research, surface science, and several inter-

disciplinary areas across physics, chemistry, and

engineering.

How has the scientific community moved to use the

extraordinary capabilities of nanomechanical resona-

tors to measure such small forces and mass? Perhaps

the most widespread interest expressed has been in

molecular diagnosis – screening for, or quantifying,

small concentrations of biomarker molecules of

devastating disease states such as cancer and

neurodegeneration, with the goal of early intervention

to improve prognosis – well before disease symptoms

appear. Cantilevered tips of less than 100 nm width

have been batch fabricated for metrology of biomole-

cules and Magnetic Resonance Force Microscopy

(MRFM) with 4 nm resolution for imaging single

viruses [2]. The role of mechanics in the intriguing

and complex world of living cells and tissues is being

investigated by cell stiffness and tissue elasticity mea-

surements using small-scale resonators for force

microscopy in liquids [3, 4]. In the physical sciences,

the quest to correlate the structure and behavior of

matter at small scales, occupies a significant fraction

of research with nanoresonators. Examples are the

quantum behavior of mesoscopic mechanical systems,

the understanding of elastic and dissipative processes

in solids with a large surface to volume ratio, the

description of fluid-solid interaction at small scales,

high frequencies and in particular, in gases at moderate

rarefaction.

Two measured quantities of interest in

nanoresonator-fluid interaction are the resonance

peak frequency od, and the quality factor or Q-factor,
(symbol Q), as shown in Fig. 1. Nanowire (NW) reso-

nators, tenths of a micron in diameter and a few

microns long, typically have resonance frequencies in

the MHz-range and small masses (pg), which allow

attogram-level resolution of added mass. Measurement

of damping force uses the quality factor, Q, as defined
in Fig. 1. TheQ-factor is the most relevant quantity for

fluid-nanoresonator interaction studies. Why is

nanoresonator interaction with fluids – liquids or

gases – of interest? There are two points of view. The

first view to emerge was that interaction with fluids is

a nuisance in many nanoresonator applications and it is

necessary to learn enough about it to reduce or correct
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Fig. 1 Schematic of a cylindrical nanoresonator made by

nanowire assembly. The left-shift Do of the damped resonance

peak frequency od, upon binding of mass, allows attogram-level

mass resolution. The quality factor, Q, as defined, may be

obtained from the spectrum by measuring the full width at

half-peak power, Do1/2
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for its effects. Resonance experiments showing great

promise for sensor performance in a high-vacuum

environment, quickly encountered the sobering reality

of high fluid damping in air and water. Measurement

attempts showed that high fluid damping could reduce

accuracy of frequency peak location, decrease signal-

to-noise ratio, and, in liquids, make resonance spectra

difficult or impossible to detect. Efforts aimed at

addressing these problems constitute the bulk of

published research in fluid-nanoresonator interaction.

The second and more recent view to emerge is that

fluid interaction with nanoresonators is worthy of

study in its own right. Such studies aim to answer

questions of broad applicability in fluid mechanics of

external oscillatory flows, in which viscous forces

dominate over inertial forces (i.e., flows at low Reyn-

olds numbers, Re). Examples are the material behavior

of fluids at very high forcing frequencies, where the

timescales can be small compared to relaxation time of

the fluid, and flow in moderately rarefied gases, where

the derivation of governing equations and boundary

conditions to describe the flow are a subject of active

research. The fluid mechanics of internal (channel)

flows of liquids at micro and nanoscale is acquiring

some maturity, with several books now available in
microfluidics and nanofluidics. The study of oscillatory

flows around nanostuctures is presently seeing a period

of vigorous early growth in research publication.

This entry is organized in four sections. The

section “Nanoresonator Applications Involving Fluid

Interaction”, divides nanoresonator-fluid interaction

applications into those in which fluid interaction is

primarily a performance concern to be reckoned with

or is proposed as a sensor principle and those applica-

tions where research toward formulating and answer-

ing questions in fluid mechanics is the primary goal.

As the scope and limitations for both sets of applica-

tions is coupled strongly to choices of materials

and transduction methods, this coupling is first

introduced in the section “Interdisciplinary Develop-

ment of Nanoresonator Sensor Platforms”, but plays a

significant role throughout the article. The

section “Measurement Relations” deals with the devel-

opment of the simplest relations required to interpret

measurements. The role of geometry, materials, and

fabrication schemes in nanoresonator-fluid interaction

measurement is discussed in detail in the section “Fab-

rication and Materials”, and a summary and a few

reviews with complementary material are presented

in the section “Summary and Related Reviews”.
Nanoresonator Applications Involving Fluid
Interaction

While the potential field of nanoresonator applications

is large, this entry is restricted to applications of

nanomechanical resonators that involve fluid interac-

tion. It is useful to divide these into two cases:

(1) Nanoresonators for technological applications

involving fluid interaction and (2) Nanoresonators as

fluid damping sensors for research in fluid mechanics.

In case (1), an accurate value of the Q-factor is not

important, provided it is large enough (Q >> 1) and

does not change significantly in the course of measure-

ment. A significant decrease in Q-factor as a result of

increasing ambient gas pressure can reduce accuracy

and signal-to-noise ratio and constitutes a decrease in

performance in this case. In case (2), an accurate value

of the Q-factor is required, as it constitues the raw data

for the measurement of fluid damping. In this case,

a larger change in Q-factor for a given change in fluid

damping is desirable, as this increases the dynamic

range for fluid damping measurement.



�3

N 1632 Nanomechanical Resonant Sensors and Fluid Interactions
Technological Applications Involving Fluid

Interaction

The extraordinary mass and force sensitivity of

nanoresonators and their size, commensurate with

length scales of large macromolecules in living cells,

makes them well suited to cellular and molecular stud-

ies. For microcantilevers, Lavrik et al. [5] provide

a comprehensive review of studies using resonance

mode detection, static deflection, or a combination

of both for gas and vapor phase analyte sensing.

Molecular diagnosis/screening can be enabled by

functionalizing nanoresonators for specific binding of

target biomarker molecules and using the frequency

shift following target binding. Accurate measurements

of small mass require a resonant spectrum with ade-

quate signal-to-noise ratio and a sharp resonant peak

(high quality factor) for the resonance curve. Since the

aqueous environment is native to most cells and bio-

molecules, this would be most preferred for operating

nanoresonator biosensors – but it is also the environ-

ment with highest fluid damping, which degrades the

overall performance of the resonators. Demonstration

of ideas such as the use of higher harmonics of the

fundamental resonance frequency [6] or high preten-

sion in nanobeams [7] for viable resonance in fluids are

an established stream of research literature focused

mainly on reducing the deleterious effects of fluid

damping on sensor performance in measurement

schemes. Use of the change in damping of a single

nanoresonator or the resonance properties of a group of

fluid-coupled nanoresonators by the binding of

biomolecular analytes have also been proposed [8].

The development of scanned probe microscopies for

mapping and understanding the structure of biomole-

cules is an important research area. Q-control

techniques have been developed to offset the deleteri-

ous effects of fluid damping in scanned force

microscopies.

Sensing for Fluid Mechanics Research

Nanoresonator interaction with gases of varying

density can span rarefaction regimes from continuum

flow to highly rarefied (free-molecular) flow. While

both these limits and quantitative approaches to them

are familiar, neither free-molecular nor standard

continuum calculation methods are valid [9] in the

intermediate transition regime of rarefied gas flow.

NWs can serve as measuring instruments of gas

damping forces from atmospheric pressure to
a modest vacuum �10 atm and spanning Knudsen

numbers (gas molecule mean free path/wire diameter)

in the range of 0.1 < Kn < 100 which includes the

transition and free-molecular flow regimes of rarefied

gas dynamics. Neither the continuum fluid approach

nor simple models for molecular momentum transport

can be trivially extended to work in the transition

regime – the development of theoretical and computa-

tional models in this regime is currently a research area

of significant interest [9–11]. Gas damping force

measurements with nanowires can provide data for

these models.

A theoretical quantitative description allowing

accurate calculation in the transition regime must

blend smoothly into known solutions for the free-

molecular and continuum regimes. For fluid which

may be regarded as a continuum, what is the effect of

forcing at high frequencies, or times small compared to

any relaxation (i.e., adjustment) time within the fluid?

For a smooth blend at the continuum end, the large

span in frequencies (and Reynolds numbers, Re) can

require either steady or unsteady forms of the Stokes

equation, and for a few exceptional high-frequency

cases, the usually appropriate neglect of inertial effects

represented by the nonlinear term in the Navier-Stokes

equations is not valid (i.e., Re > 1). How should the

physics of unsteadiness and inertia be modeled in the

transition regime of rarefaction? How should transition

regime calculations for geometries more complex than

beams be approached?What are the appropriate length

scales to be used in determining the boundaries of

rarefaction regimes? How do the results scale with

Mach number (nanoresonator velocity/gas molecule

velocity)? Fundamental insights into fluid mechanics

at small scales and high frequencies can be gained

by comparing results from proposed models with

those from tabletop experiments using oscillatory

nanoresonator flows.

While early experimental demonstrations of viable

micro or nanoresonator operation in fluids [5, 6] have

provided some data suitable for a study of resonator-

fluid interaction, experimental studies focused solely

on understanding fluid interaction are now beginning

to emerge [12, 13]. Better answers to some of the

questions above are being proposed, as members of

computational, analytical, and experimental subcom-

munities undertake collaborative work [10, 14] to

improve understanding of fluid mechanics at small

scales, high frequencies, and in regimes of gas
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rarefaction that are not yet well described. These fun-

damental studies aim to create the analytical and com-

putational framework, which in turn will enable

a diverse range of useful applications. Such applica-

tions range from the very small – for example, sensi-

tive nanoscale instruments for understanding biology

and the physical sciences, building sensors for

healthcare, engineering and technology – to the mac-

roscale – for example, drag force and trajectory calcu-

lations of space vehicle or satellite fragments

following atmospheric entry.

The potential to create extraordinarily sensitive

instruments from nanoresonators is easy to see in

principle, but the path to realization of such sensor

platforms is paved with challenges. Some of these

challenges are introduced and explained with an

example in the following section.
N

Interdisciplinary Development of
Nanoresonator Sensor Platforms

The challenge in measurements is that the high surface

to volume ratio of nanostructures can cause an unusual

and strong coupling of physical effects. Sensor plat-

form development must typically reckon with such

coupling between transduction (vibration detection

and driving) schemes, intrinsic stresses from fabrica-

tion, and nonlinear geometric effects [15]. While the

focus here is on nanoresonators and fluid mechanics,

note that the actual conduct of work for technological

applications requires making several choices in other

areas that are strongly coupled and cannot be ignored.

A representative view of these areas is shown in

Fig. 2. A few partially realized examples of commercial

potential are listed at the top left of the figure. Experi-

mental research areas for engineering and technological

development are shown in the three ellipses on the left.

What are the sensor targets – for example, which gases,

biological macromolecules, or cell components? How

can attachment chemistry be developed to help

functionalize a nanomechanical resonator (NR) – that

is, to give it surface properties that will enable specific

capture of only the selected target(s)? The attachment

chemistry is dependent on the choice of NR material.

The material choice may be limited by the fabrication

approach used. Choice of the fabrication approach, in

turn, may alter the ability for creating multiplexed

sensors (capable of sensing different targets on the
same chip). What schemes are suitable for driving and

detecting resonance for these small high-frequency

devices? Each method listed in Fig. 2 is associated

with advantages, and frequently, with measurement

artifacts. Experiments and theoretical or computational

analysis are often required to quantify the artifacts.

Fundamental understanding in the disciplines of Fluid

Mechanics, Mechanics of Materials, and Nonlinear

Dynamical Systems (right half of figure) guides this

engineering and technological work. Many aspects of

this understanding need to be improved. A strong appli-

cation for nanoresonators in fluids is thus to help

improve the framework of areas of Fluid Mechanics

that are not well understood. For example, what hap-

pens when a shear disturbance (vorticity) is introduced

in a fluid at time scales far smaller than the time taken

for viscosity to smoothen it out (viscous relaxation

time)? Nanoresonator-fluid experiments are especially

suitable for this question – they can provide very small

forcing timescales (very high frequencies) and are

typically associated with small fluid inertia (low

Reynolds number) so that the nonlinear inertial effects

are associated negligible.

As an example of iterative work due to interdisci-

plinary coupling shown in Fig. 2, consider a long, thin,

doubly-clamped resonant nanobeam made from

a metal film, with high intrinsic stress from a top-

down fabrication process. Suppose the metal was

chosen because the attachment chemistry for mole-

cules enabling specific capture of a desired detection

target molecule is well understood. During optical

measurement of the motion of the doubly-clamped

nanobeam in a high damping gas environment, one

may turn up the power of the measuring laser to

improve signal strength at low vibration amplitude.

Experiments and modeling (nonlinear dynamics,

mechanics of materials) have shown this can cause

periodic heating of the vibrating beam and

a thermomechanical coupling which has been shown

to introduce softening and hardening nonlinearity as

a function of laser power [15]. To circumvent this

problem arising from intrinsic axial stress in the

metal film, a similar long, thin, cantilevered metal

beam (no axial stress) will be a necessary replacement.

Such beams are difficult to make with a top-down

technique, spurring efforts in the use of alternate

fabrication techniques to make such structures.

This example shows that the conduct of work as

well as the correct interpretation of data needs
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continual interaction between different disciplines to

sort out artifacts arising from the coupling of physical

effects, materials, fabrication schemes, and transduc-

tion methods. It is important to be mindful of this

coupling while approaching the following section of

relations used in the design of experiments and the

interpretation of data.
Measurement Relations

This section presents different definitions of the

Q-factor (Fig. 1) based on material properties, energy,

and on spectral or time-domain measurements of res-

onator amplitude. The distinctions between definitions

are usually and justifiably ignored if the Q-factor is

very large compared to unity, but can be significant for

fluid-nanoresonator interaction with high damping.
These relations and the relations for the resonance

frequency also provide a scaling guide for geometry

and material choice to tune the range of Q-factor for

a given range of fluid damping.

When the modes of vibration are sufficiently

separated, a single degree of freedom, harmonically

driven, linear resonator model is reasonable for under-

standing key features of fluid-nanoresonator interac-

tion. The damped resonance peak frequencyod and the

dimensionless quality factor (Q-factor, or Q), which
allows the measurement of dissipation through the

sharpness of the resonance peak, are the most widely

used quantities. Most instruments based on resonators

avail of simplifications that are possible when the

quality factor is large (Q >> 1). High fluid damping

produces systems with low Q-factor, leading to errors

from the use of these simplifications. It is helpful to

gather the concepts and relations necessary to maintain

the accuracy of calculations for resonators where Q
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may not be much larger than 1. A summary is included

later in this section.

The displacement with time, {x(t)}, of a resonator

with mass M, damping C, and stiffness K, driven har-

monically with a forcing amplitude F0 at a frequency

o, as seen in Fig. 3, is
M€xþ C _xþ Kx ¼ F cosðotÞ (1) 2 2
	 


2

2

0

A surrogate form of the Q-factor, defined using

material properties alone, is the dimensionless ratio

Qp, given by Qp ¼
ffiffiffiffiffiffiffiffi
MK
p

=C ¼ Mo0=C; where

o0 ¼
ffiffiffiffiffiffiffiffiffiffi
K=M

p
is the undamped resonance frequency.

Qp is related to the commonly used damping ratio z;
through z ¼ C=Cc ¼ 1=ð2QpÞ, where Cc ¼ 2

ffiffiffiffiffiffiffiffi
MK
p

is

the critical value of damping. Damping decreases the

resonance frequency od, from the undamped

resonance value o0, as given by the relation,

od ¼ o0 1� 1=ð2Q2
pÞ

h i1
2 ¼ o0 1� 2z2

� �1
2: (2)

For steady-state resonance, the mean power

supplied by the driving force balances the energy dis-

sipation rate, and the total stored kinetic energy and

spring potential energy, averaged over many cycles,
does not change with time. With displacement

amplitude x0, the cycle-averaged value for the

displacement-squared, < x2> ¼ x20=2
	 


and velocity-

squared < _x2> ¼ o2x20=2
	 


. The mean power dissi-

pated, <P>, the average energy dissipated per cycle

<Edissip> and the stored energy <Estored> are related

[16] by
<Edissip > ¼ <P> 2p=oð Þ ¼ C< _x2>
o

¼ pCox20 (3a)

<Estored > ¼ M o2 þ o2
0

	 

x20=4 : (3b)

If the average energy stored in the resonator is very

large compared to the energy dissipated (¼ energy

supplied, for steady-state) per cycle, one may antici-

pate lower noise operation when driven, and a slower

decay of the oscillation amplitude envelope when the

driving force is switched off, allowing for a time-

domain measurement of damping. These are measures

of the quality of a resonator, expressed by the

magnitude of the quality factor, defined [16] as
Q ¼ 2p
<Edissip>

(4)

Using Eqs. 3a and 3b, this yields
Q ¼ M o0 þ o
2Co

¼ K þMo
2Co

: (5)

For forcing at the damped resonance frequency od,

using Eq. 5 with the definition for Qp, o¼ od, with od

given by Eq. 2, the expression for the quality factor

reduces to
Q ¼ Qp � ð1=4Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q2

p � ð1=2Þ
q : (6)

Most applications aim for quality factors Q >> 1,

for which od reduces to o0 and Q to Qp, as seen from

Eqs. 2 and 6. It is also easy to show [16] that for high

Q-factors, the measured resonance spectrum,

expressed as a plot of amplitude-squared against forc-

ing frequency, has a full width at half maximum

(FWHM) height, as seen in Fig. 1, equal to damping
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Table 1 Significant deviations at low Qp

Qp z (Q – Qp)/Qp (od – o0)/o0

1,000 0.0005 3.12E-14 �2.50E-07
100 0.0050 3.13E-10 �2.50E-05
10 0.0500 3.14E-06 �2.50E-03
5 0.1000 5.10E-05 �1.01E-02
2 0.2500 2.22E-03 �6.46E-02
1 0.5000 6.07E-02 �2.93E-01
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coefficient divided by mass, C/M, which allows for

a simple measurement of damping.

The ringdown method is an alternative to the spec-

tral technique above. It is a time-domain technique for

measuring damping. In this method, the forcing

for a driven nanoresonator is turned off, and the ampli-

tude of the oscillation begins to decay with time t as

exp(�t/t), where the time constant t ¼ C/M ¼ o0/Qp

[16]. Qp can be obtained from t, the time taken for the

measured amplitude envelope to reduce to 1/e of the

previous value.

Nanoresonator operation in a fluid environment is

typically associated with high damping (C). Some

consequences of low Qp due to high damping may

now be examined. Low Q-factor spectra, Q � 1, have

been encountered in measurement attempts in liquids.

For lowQ-spectra, the spectral width (FWHM) may be

hard to obtain and the spectra are noisier – the signal-

to-noise ratio, SNR � Q1/2. Using the best-fit

Lorentzian curve solution of Eq. 1 to low-Q experi-

mental spectra is preferable for the evaluation of the

damping. As seen in Table 1, obtained using Eqs. 2 and

6, the deviations ofQ fromQp andod fromo0, become

significant and increase rapidly as Qp approaches

a value of 1. As an example, the fractional shift

of the resonance peak frequency due to damping,

changes from 0.25 ppm (parts per million) at Qp of

1,000 to 65,000 ppm at Qp of 2. Sensitive mass detec-

tion aims for resolution of frequency shifts of the order

of 10 ppm or less, between mass-loaded and unloaded

measurement states. For Qp � 1, small variations in

fluid damping between these states could themselves

cause frequency shifts that will exceed the frequency

shift from small added mass. The experimental evalu-

ation of the Q-factor (sketch in Fig. 1) shows that the

accuracy of any sensing scheme dependent on location

of the peak frequency will also degrade significantly

for broad peaks (low Q). In liquids and dense gases,
there are cases where fluid damping can be high

enough to prevent the detection of the resonance peak

altogether. Ringdown measurements also become less

accurate or impossible, ifQ is low enough to reduce the

displacement amplitude to zero in a time comparable

to one oscillation time period. Finally, when an elec-

trostatic or piezoelectric drive is used for exciting and

driving the nanostructure through resonance, the large

range of swept frequency required to capture low

Q-factor spectra, has the potential to create

nonconstant forcing F0. This arises due to changes in

the amplitude of the driving signal, due to significant

frequency-dependent changes in the impedance of the

driving circuit (parasitics).

Techniques for enhancing the Q-factor Qp of nano-

scale resonators in fluids could include the use of

resonance at higher frequency harmonics (higher o0),

and an increase of effective string-like stiffness (higher

K, o0), by using tensioned beams [7]. These have

demonstrated viable resonance with high quality factor

in some fluid measurements, and should prove useful

for many applications. However, their reduced sensi-

tivity to fluid damping makes them less suitable as

measurement devices for well-resolved and accurate

measurement of the value of fluid damping, when that

is the object of the study.

To complete this section, the experimental steps

used for the evaluation of gas damping force on

nanomechanical resonators are reviewed. A few results

from mechanics of materials and vibration of continu-

ous beams will be useful to see the interplay of geom-

etry, material characteristics, and measurement

artifacts related to nanoresonator fabrication and

transduction schemes that are characteristic of

nanoresonator measurements.

Consider fluid interactions with the nanoresonator

that are linear – that is, they are not functions of

products of the displacement x or its time derivatives.

The nanoresonator motion may then be represented by

the equation governing the displacement x,
ðMs þMf Þ€xþ ðCs þ Cf Þ _xþ ðKs þ Kf Þx
¼ F0 cosðotÞ: (7)
In Eq. 7, subscripts s, f denote structural intrinsic

(solid material) and fluid quantities respectively. The

fluid force on the beam in phase with the velocity is

represented using fluid damping Cf ; the force on the
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beam due to the fluid in phase with the acceleration can

be significant in liquids, and is represented by the fluid

added mass term Mf ; a restoring spring force compo-

nent is represented by a fluid stiffness term Kf.

A measurement at high vacuum, where fluid molecules

have no appreciable effect, will involve only the intrin-

sic quantities. In nanoresonators, Eq. 2, with typical

Qp,s>> 1, based on intrinsic dampingCs, shows thatCs

is not large enough to cause an appreciable shift of the

resonance peak frequency from the undamped value.

The undamped resonance frequency for transverse

flexural vibrations of a solid beam having l,Ms, Ks, rs,
E, and I as the length, mass, stiffness, density, Young’s

modulus, and cross-sectional moment of inertia, is [17]
ffiffiffiffiffiffiffiffiffiffiffiffiffip
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3

p

Ms o0

N

os � o0 ¼ Ks=Ms ¼ bn EI=Msl (8)

¼ b2n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1=12Þ
ðE=rsÞ

q

ðt=l2Þ (8a)

¼ b2n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1=16Þ
ðE=rsÞ

q

ðd=l2Þ (8b)

where Eq. 8a is for a rectangular beam of width w, and

thickness t parallel to the direction of motion and

Eq. 8b is for a circular section beam (nanowire) of

diameter d.

For rigid clamping, b0 is 1.88 for cantilever beams

and 4.73 for doubly-clamped beams vibrating in the

fundamental mode (n ¼ 0). The surrogate Q-factor for

the beam in vacuum is given by,
Q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M K =C

p
¼ M o =C ¼ ð1=C Þ
b2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M EI=l3

p
(9)
p;s s s s s 0 s s n s

¼ ð1=CsÞ
b2n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðErs=12Þ

p 
ðwt2=lÞ (9a)

¼ ð1=CsÞ
b2n
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðErs=16Þ

p 
ðpd3=4lÞ (9b)

with Eq. 9a for the rectangular beam and (Eq. 9b) for

the circular section nanowire. If squeeze-film damping

is negligible, the effective stiffness in the fluid remains

unchanged from its intrinsic value in vacuum, so that

Ksþf = Ks =Mso0
2. Substituting for effective mass and

damping, Msþf = Ms þ Mf and Csþf = Cs þ Cf, yields

the damped resonance frequency os+f and quality fac-

tor Qp,s+f for the beam in fluid,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiq

osþf ¼ o0 ð1� 1=ð2Q2

p;sþf Þ (10)
Qp;sþf ¼ ðMsþf KsÞ=Csþf

¼ Qp;s

1þ Mf =Ms

	 
� �0:5

1þ ðCf =CsÞ

" #
(11)

For rarefied gas damping experiments with

nanoresonators, the situation is usually simplified

with fluid added mass Mf being negligible. A first

measurement may be made at high vacuum, with no

gas damping (Cf¼ 0), for which theQ-factor value,Qs,

depends only on the structural properties of the solid

nanowire, Ms, Cs, and Ks. Following this, the ambient

gas pressure in the chamber is increased in steps, and

the frequency osþf and quality factor Qs+f are mea-

sured at each step. In experiments, we assume the

surrogate property-related Q-factor (Qp) relations

hold true for the measured Q-factor values. This yields
Qs ¼
Cs

(12a)

Qsþf ¼ Ms o0

Cs þ Cf
: (12b)

Using Eq. 12a and massMs from known density and

geometry of nanoresonator, the value of intrinsic

damping Cs may be obtained from measurement at

high vacuum. Subsequent measurements of the Q-factor

Qs+f, at each value of ambient gas pressure, are related

using Eqs. 12a and 12b to obtain

Qsþf ¼ Qs 1þ Cf

Cs

� �1
; (13)

from which the gas damping Cf can be calculated. For

liquids or dense gases, the added fluid mass Mf is not

negligible, and the full Eq. 11 must be considered (see

[9]), in place of its subset Eq. 13.

These relations provide a summary for the conduct

of experimental work and are useful in a number of

ways. For measurements in vacuum, they establish the

expected scaling of frequency and Q-factor with

parameters that depend on geometry, material, mode

shape, and type of clamping. They allow evaluation of

the rigidity and repeatability of the clamps (through the

value of mode constant bn in Eq. 9) if the geometric

parameters and material properties are accurately

known. Most importantly, they allow experimental
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testing of models for fluid damping Cf and fluid added

massMf. These relations also show how nanoresonator

materials may be chosen to increase or decrease the Q-
factor range for a given range of fluid damping. This is

discussed in the following section detailing the cou-

pling of fabrication, materials, and transduction

choices.
b
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Fig. 4 (a) Doubly-clamped nanoresonator beams of different

lengths with the same undercut. Figure reprinted from Ref. [18],

with permission. (b) Distortion of long thin metal cantilevers

attempted using a top-down process (Figure reprinted from Ref.

[19], with permission)
Fabrication and Materials

Nanomechanical resonators are suspended structures –

most often long and prismatic, clamped at one end

(cantilevered) or both ends (doubly-clamped). How

does the choice of geometry, material, fabrication,

and transduction schemes influence the operation of

nanomechanical resonant sensors in fluids? Earlier

discussion of Fig. 2 showed the strong coupling between

these choices and the necessity of using the framework

of mechanics of fluids, mechanics of materials, and

nonlinear/stochastic dynamics as guides to make sensor

design choices. Fabrication choice plays a dominant role

and it is worth briefly reviewing two fabrication para-

digms – termed top-down and bottom-up fabrication and

an example of the synergy that may be obtained by

hybrid methods combining features of each.

Top-down Methods

Top-down methods are named for the processes of

patterning and etching from larger planar sheets

of material (top-level) to obtain smaller desired struc-

tures (bottom-level), typically as large arrays. No

assembly is required as the structures are built in the

desired locations. Typically, a sacrificial layer is

sandwiched between the substrate and a film of the

intended nanoresonator material (device layer). An

etch mask, usually made from a photosensitive chem-

ical that resists etching (photoresist) is used while

etching through the device layer, leaving it in the

shape of the desired resonator array. A second etch

targeted at the sacrificial layer material is then used to

remove material beneath the devices and create

suspended resonators. Doubly-clamped resonators

created by this method are shown in Fig. 4. Optical

lithography allows transferring micrometer scale fea-

tures on to large (upto centimeter-scale) areas of pho-

toresist for patterning thousands of devices using

a single exposure through a patterned mask. This

well-established technique, long used in
microelectronics to make integrated circuits (ICs), is

easy to implement, and is almost always preferred at

microscale. Minimum feature sizes for ICs, limited by

the wavelength of light used, have been extended to

submicron scale with deep-UV light sources and

phase-shift masks. Nanoresonators, involving smaller

features, from tens to hundreds of nanometers, typi-

cally have been made by electron-beam (e-beam)

lithography. Here, no mask is used, but an electron

beam is rastered across a film of e-beam resist to create

the pattern for nanoscale structures. Time-consuming

coverage of large areas required to make commercial

sensor arrays, the cost of procuring and operating

e-beam equipment, and the fabrication sensitivity to

small perturbations do not allow inexpensive produc-

tion of large-area sensor arrays by e-beam lithography.

An alternative pattern transfer technique of imprinting,
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stress and stress gradients

create residual axial stresses in

doubly-clamped beams and

distort cantilevered beams,

during their release from the

substrate, by etching

(Figure reprinted from Ref.

[20], with permission)

Nanomechanical Resonant Sensors and Fluid Interactions 1639 N

N

molding, and stamping known as microcontact print-

ing, or soft lithography, is similar to the use of an inked

rubber stamp. This technique, somewhat surprisingly,

has been used to demonstrate the ability to transfer

pattern features below 100 nm in size. The master

pattern in this case may be made by e-beam lithogra-

phy and transferred to one or more soft “stamp pads,”

thus reducing the requirements for e-beam lithography,

with the promise of lowered costs. Mature techniques,

relatively well-controlled shape, size and position, the

ability to make devices with well-ordered internal

structure through the use of single-crystal layers, are

important strengths of top-down fabrication [18].

There are limitations of top-down fabrication for

nanoresonator sensor arrays. Besides the cost of

large-area coverage, the limited choice of local mate-

rial selection (e.g., difficult to have resonator material

different from clamp material) can restrict functional-

ity. Geometries such as smooth rods or hollow tubes,

with a high cross-sectional moment of inertia allowing

for a higher stiffness per unit mass, are prohibitively

difficult to produce in large numbers by top-down

techniques. Undercuts, or significant underetching of

supports during the removal of the sacrificial layer [18]

are seen as a lighter-gray region around the periphery

of the harp-like structure of Fig. 4a. Undercuts depend
on the sacrificial layer etch time and are of the same

depth for all structures released on a chip. They can

cause significant increase in the compliance, particu-

larly for short, stiff, nanoresonators seen in Fig. 4a.

Energy losses and cross talk between devices through

undercuts can cause significant changes in frequencies

and Q-factors. During release by etching of the sacri-

ficial layer, shape distortion (see Fig. 4b) in the case of

cantilevered structures [19] or residual axial stress in

doubly-clamped nanoresonators (see Fig. 5) typically

arises due to stress gradients in the device layer [20].

For long thin metal film structures, these effects are

particularly difficult to control. Higher residual axial

stress adds an increasing string-like component to the

restoring force (normally flexural), changing the sim-

ple frequency scaling presented in Eq. 9 and makes the

nanoresonator more prone to geometric stiffness non-

linearities. High axial stress and string stiffness can,

however, be used to increase the effective stiffness K

and the peak frequency, to enable a higher Q-factor
value for given damping, provided a sufficient linear

range exists. Distorted cantilevers also cannot be

described by Eq. 9 – furthermore, it may be difficult

or impossible to drive and detect resonance in such

structures. Film stress gradient effects can be con-

trolled in device materials such as single-crystal
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silicon, silicon nitride or carbide, using silicon oxide as

a sacrificial layer. These materials are frequently used

for laboratory experiments. However, stress gradient

effects (Fig. 5) are very pronounced for metal films. It

is therefore difficult for top-downmethods to yield long,

thin metal cantilevers which are free of distortion –

a “convex-up” example [19] of such distortion for

titanium cantilevers is seen in Fig. 4b. Though long

thin cantilevered resonators made of metals may have

desirable surface functionalization attributes, they are

difficult to achieve using top-down methods. Finally,

for multiplexing, or the sensing of multiple analytes on

the same chip, functionalization of different devices to

capture different targets is tedious, and one may antic-

ipate the value of nanostructures that can be made and

functionalized off-chip, then directed to predetermined

areas of a chip and integrated to form nanoresonators.

While top-down methods remain the primary

choice for most microcantilever fabrication, in spite

of their obvious strengths, many of the shortcomings of

established top-down techniques discussed above have

led to an interest in alternatives that bottom-up fabri-

cation could provide. This is particularly true for nano-

scale resonators, when long thin cantilevers made of

metals are required for their attachment chemistries, or

when undercut reduction or multiplexed sensor arrays

are important.

Bottom-Up Methods

Bottom-up methods are identified by their use of

assembly of smaller units into larger structures, for

example, single nanoresonator elements assembled

and integrated into arrays for sensing. While the pos-

sibilities for improved control of individual element

geometry and clamping are attractive, making arrays

of a few tens of thousands of elements by an individual

pick and place technique is unfeasible. Bottom-up

methods are thus defined by the use of physical or

chemical forces for self-assembly or directed assembly

of nanostructures. A recent review of the directed

assembly of nanowires [21] discusses assembly by

molecular forces, electrostatic interactions, shear

forces, magnetic fields, and dielectrophoresis.

A significant advantage over top-down methods is

that special vapor or solution phase synthetic chemis-

try can be used to tailor the shape, composition, and

crystallinity of nanoscale elements, before their assem-

bly and integration on a sensor chip. This greatly

widens the scope ofmaterial properties (e.g., nanowires
made of magnetic, piezoelectric, semiconductor, or

multiple-metal segments) and available geometries

(e.g., cylindrical or hexagonal section rods, hollow

tubes, single and multi-walled carbon nanotubes) that

can be put to use. The elements may also be

functionalized off-chip to capture different sensing

targets on the same chip (multiplexing), with each

target-type assembled in a predetermined area on the

chip. This requires the development of assembly and

integration techniques that do not destroy the capabil-

ity of molecules used for functionalization.

Results Using a Hybrid Fabrication Strategy for

Nanoresonator Arrays

Hybrid strategies combine the ease of patterning sim-

ple planar structures, borrowed from top-down

methods, with the flexibility of tailoring individual

nanostructures provided by bottom-up methods,

while partially overcoming the difficulties of each

method. As an example of this synergy, consider the

hybrid bottom-up method reported for nanoresonator

array assembly and integration, and designed to

accommodate a multiplexed biosensor chip [22]. In

this study, both metallic rhodium and semiconducting

silicon were synthesized off-chip. Polycrystalline rho-

dium nanowires were grown by electrodeposition in

nanoporous aluminum oxide membranes, while pre-

dominately single-crystal silicon nanowires were

grown by the Au-catalyzed vapor–liquid–solid (VLS)

technique. Bottom-up directed assembly was used to

position single nanowires at lithographically defined

locations on a silicon chip for fabricating multiplexed

arrays. To do so, patterned arrays of wells in

a sacrificial insulating photoresist layer covering

metal guiding electrodes were defined on the chip

surface. Dielectrophoretic forces were used to align

the nanowires within the wells. Thick metal clamps

were then built over the guiding electrodes by electro-

deposition. The photoresist was dissolved to leave

arrays of freestanding single-NW cantilevers as

shown in scanning electron micrograph images of

Fig. 6. The figures show the electrodeposited metal in

intimate contact with the nanowire at each nanowire

clamp. The clamps were shown to be of repeatable

rigidity, with no undercuts. Besides securing the

nanowire to the chip, the choice of gold for the clamp

material, irrespective of the nanowire material, enables

a good electrical connection between the chip and

conductive nanowire, which can be used for electrical
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Fig. 6 Silicon and rhodium nanowire resonators made by a

hybrid scheme using top-down patterning of electrodes and a

bottom-up directed assembly scheme. Scale bar is 10mm, for

picture at lower right. (Figure reprinted from Ref. [22], with

permission)
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drive and detection of single nanowires in the array.

Figure 6 shows that the distortion found in metal

cantilevered nanowires from thin film stress evolution

in the top-down process is absent. The photoresist used

as a sacrificial layer was removed without the need for

etchants that could damage the surface functiona-

lization for biosensing. The example hybrid method

above eliminates expensive e-beam lithography

(reduces cost), shows the viability of long cantilevered

metal nanoresonators. It uses lithographic patterning to

enable directed assembly and nanoresonator clamping,

allows choice of different materials for clamps and

nanoresonators, and shows the potential to use differ-

ent nanoresonator cross-section shapes, materials, and

sensor functionalization chemistries for multiplexing

on a single chip.

As seen above, the choice of fabrication technique

plays a strong role in determining the nanoresonator

properties available for sensing. In particular, flexible

methods such as the hybrid technique described above,

allow a wider choice of nanoresonator materials and

cross sections. The density, Young’s modulus and

intrinsic damping within the nanowire material (Cs)

can serve to provide some measure of tuning of the

Q-factor for a given fluid damping, depending on the

application desired. Figure 7 provides an example of

this. It shows the Q-factor change from moderate vac-

uum to atmospheric pressure for a rhodium and

a silicon nanowire of roughly comparable dimensions

and fluid dampingCf. Although fine-grained, polycrys-

talline Rh should be expected to have a much higher
intrinsic damping Cs compared to the single-crystal

silicon nanowire, its higher elastic modulus and den-

sity compared to silicon compensate (Eq. 9), giving it

a vacuum Q-value (QRh,s) as high as a fourth of that of

the silicon nanoresonator (QSi,s). The experimental

data [22] of Fig. 7 further agrees with a prediction

that may be made from Eq. 13 – the Q-factor for the

silicon nanowire, with smaller intrinsic damping Cs,

should begin to deviate from its vacuum value at

a lower pressure value (point QSi,i vs. QRh,i) and show

a sharper fall-off with pressure, than the rhodium

nanowire. The Q-factor of the rhodium nanowire at

atmospheric pressure (QRh,a) is seen to be higher than

that of the silicon nanowire (QSi,a). Gas damping of the

nanoresonator motion increases as ambient gas pres-

sure is raised from high vacuum to atmospheric pres-

sure. Eq. 13 shows that the high intrinsic damping in

the rhodium nanowire serves as a buffer to delay the

onset of Q-factor reduction and to limit its rate of

change. This makes it more suitable for applications

such as small mass sensing where reduction inQ-factor
would adversely affect performance. However, the

value of the Q-factor for the silicon nanowire begins

to decrease at a lower pressure and then shows a larger

change in measured Q-factor over the same pressure

range, compared to the rhodium nanowire. As an

instrument for measuring gas damping force, the sili-

con wire begins to show response at lower pressure and

has a greater dynamic range than the rhodium

nanowire. Silicon nanowires would thus serve as better

instruments for studying gas damping as a function of

pressure than rhodium nanowires.

In this section, the link between fabrication tech-

nique and nanoresonator material choice has been

reviewed. Well-established top-down methods remain

a strong choice for most batch-fabricated resonant

sensors at microscale. For nanoresonators with dimen-

sions far smaller than the wavelength of UV light

sources, the costs of patterning nanostructures by

rastering an electron beam, increase with chip area.

Bottom-up methods, which rely on assembly of

nanostructures made off-chip, begin to look more

favorable for such structures. A larger variety of mate-

rials and shapes may be synthesized and assembled by

these techniques, but precise location and individual

addressing of assembled structures can be a challenge.

An example of a hybrid fabrication scheme that bor-

rows simple top-down photolithography steps for pat-

terning relatively large microscale structures to enable
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spatially directed assembly and clamping to create

nanoresonator arrays was reviewed. Nanoresonators

of two different materials –polycrystalline rhodium

and single-crystal silicon, illustrated how this method

may be used to match material with different perfor-

mance requirements for two different nanoresonator

applications. The data show rhodium to be a more

favorable nanoresonator material for a sensitive mass

detector operating in air at near atmospheric pressure.

The material properties of silicon make it a better

choice for a nanoresonant sensor of gas damping

force over a large range of pressure, spanning the

transition and free molecular flow regimes of rarefied

gas dynamics.
Summary and Related Reviews

This section provides a summary of the choice of

topics presented in this entry and points to kindred

reviews of complementary material, which could not

be accommodated here. Nanoscale resonant sensors

were chosen due to their potential for creating new

instrument systems of unprecedented sensitivity – the

promise of their application to biosensing has been

included in a recent comprehensive review of mechan-

ical biosensors [23]. Table 1 of Ref. [23] indicates

detection limits of 300 fM (femto-molar) and 1.5 fM
concentration have been achieved with mechanical

microcantilever resonators with and without mass-

amplifying labels, respectively, compared to

�1,000 fM for the nonmechanical standard test

ELISA (enzyme-linked immunosorbent assay). Bio-

molecular target capture kinetics, target depletion

upon capture from small analyte volumes, target

sequestration of low-abundance molecules by abun-

dant nontarget molecules are a few other areas where

a research effort is focused on extending the current

boundaries of knowledge for molecular diagnosis with

resonant cantilevers. Related work may be found in the

entries on “Cantilever Biosensors” and “Nanowire

Biosensors” in this Encyclopedia.

Work in nanoresonators constitutes a large field and

the focus in this entry has been restricted to

nanoresonators interacting with fluids – either gases

or liquids. The goal has been to establish notions and

the simplest useful quantitative framework to interro-

gate fluid interaction with nanoresonators. Damping in

fluid environments can be strong and lead to low

Q-factor operation, associated with a divergence in

values calculated from different definitions of the

Q-factor. Low Q-factor operation demands large fre-

quency sweeps, which can bring about nonconstant

forcing due to frequency-dependent circuit parasitics.

Figure 2 provides an example summary of the coupled

interdisciplinary work required to deal with the
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interdependencies between material properties desired

for an application, fabrication schemes available, and

transduction artifacts. Such work both requires and can

extend knowledge in mechanics of materials, and fluid

mechanics of continuum and rarefied gas flows at small

scales [9, 14]. Details of transduction artifacts in

nanoresonator measurements are worthy of a separate

review and have not been included here. Ekinci [24]

provides a useful review of nanoresonator transduction

schemes. While the field of micro/nanofluidics, deal-

ing with small-scale internal flows has acquired some

maturity, small-scale external flows at high frequen-

cies realized with nanoresonators hold promise of both

technological application and an improved under-

standing of fluid mechanics.
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Synonyms

Cellular toxicity; In vitro toxicity
Definition

Nanoparticle cytotoxicity is defined as the extent to

which the interaction of nanoparticles with cells dis-

rupts cellular structures and/or processes essential for

cell survival and proliferation. Cytotoxicity assays are

a quick and simple way to perform initial acute toxicity

assessments. Coupling nanoparticle cytotoxicity data

with other safety testing data can help predict the

biocompatibility of nanoparticles.
Overview

When evaluating the biocompatibility of a chemical,

often the first step is to screen for adverse effects in

cultured cells before using animal models. Compared

to animal studies, in vitro testing is less ethically

ambiguous, easier to control and reproduce, and less

expensive. Conducting preliminary evaluations

in vitro also provides a basis for prioritizing chemical

testing and reducing the number of animals used for

in vivo toxicity testing. Generally, the first endpoint

tested in chemical biocompatibility assessments is cell

lethality. Cytotoxicity assays are used to measure the

extent of cell death and inhibition of cell proliferation

after exposure to a chemical. Since toxicity is often

dose-dependent, a range of concentrations is tested to

determine the LC50 or the concentration at which 50%

cell death occurs. The LC50 serves as a point of com-

parison of the toxicity of chemicals and is used to

group chemicals into toxicity classes ranging from

extremely toxic (e.g., botulinum toxin) to relatively

harmless (e.g., water). Knowledge of dose is essential

as many chemicals that are beneficial at low doses can

be toxic at high doses.

When evaluating the toxicity of a new chemical,

characterizing the composition, purity, stability, and

solubility is necessary before testing. In the case of

nanoparticles, more extensive characterization, includ-

ing particle size and size distribution, shape, crystal

structure, surface charge, and surface chemistry, is

warranted since these factors may also contribute to

the observed effects. Generally size, shape, and

agglomeration state are thought to be governing prop-

erties; however, surface composition and structure also

influence the way nanoparticles interact with biologi-

cal environments. Careful attention should be paid to

how the various physiochemical properties of
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Assay Mechanism of action Indication Limitations in testing NPs

Trypan blue Dye exclusion Dead cells stained blue

Neutral red Lysosomal retention Live cells stained red,

abs ¼ 540 nm

Dye adsorption to NPs in the absence

of cells results in absorbance readings

Calcein AM Dye retention Live cells fluoresce green,

em ¼ 520 nm

Fluorecein diacetate Dye retention Live cells fluoresce green,

em ¼ 520 nm

Ethidium homodimer DNA marker Dead cells fluoresce red,

em ¼ 620 nm

Propidium iodide DNA marker Dead cells fluoresce red,

em ¼ 620 nm

Dye adsorption to NPs quenches

fluorescence

LDH LDH release LDH presence converts dye,

abs ¼ 490 nm

MTT Mitochondrial reduction Live cells stained purple,

abs ¼ 570 nm

Substrate adsorption to NPs reduces

absorbance

Alamar blue Mitochondrial reduction Live cells fluoresce red,

em ¼ 590 nm

Substrate adsorption to NPs quenches

fluorescence

Luciferin/luciferase ATP-dependent oxidation Live cells luminesce,

em ¼ 560 nm

Annexin V-FITC Phosphatidylserine binding Apoptotic cells fluoresce

green, em ¼ 520 nm

NPs nanoparticles, abs absorbance, em emission
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nanoparticles modify their toxicity. Although

a detailed assessment of the various particle character-

ization techniques is beyond the scope of this defini-

tion, the reader is referred to review articles on this

topic [1, 2]. Given the combinatorial nature of nano-

particle testing, in vitro assays facilitate quick screen-

ing of nanoparticle formulations to identify which

nanoparticles elicit adverse effects. Depending on

their intended use, the results from initial in vitro

tests can be used to prioritize them for further devel-

opment and/or in vivo testing. The following sections

will describe some of the most common cytotoxicity

assays, the potential mechanisms of nanoparticle tox-

icity that have been determined to date, and some

challenges for future nanoparticle cytotoxicity

research.
Common Cytotoxicity Assays

Cytotoxicity assays can be categorized by the end-

points they evaluate. Markers of cell injury and death

include changes in membrane integrity, mitochondrial

function, and cell proliferation. While some of these

endpoints can be identified by microscopy, visual

inspection of cellular changes provides only
qualitative information. Instead, a majority of

published nanoparticle cytotoxicity studies present

measurements of cell death using colorimetric

methods. A compilation of the assays discussed is

presented in Table 1 toward the end of section.

Membrane Integrity

The cell membrane serves as a physical barrier sepa-

rating the cell from its surrounding environment, with

traffic into and out of the cell regulated by transporters,

receptors, and secretion pathways. Exposure to

nanoparticles could compromise the cell membrane,

making it “leaky” which is the basis for the following

assays. Membrane integrity is typically assessed by

measuring either (1) the uptake of a cell impermeable

dye, (2) the retention of a cell permeable dye, or (3) the

release of a cell biomolecule into the extracellular

media.

Cell impermeable dyes can only enter cells with

compromised membranes; therefore, injured or dead

cells are stained while intact or live cells remain

unstained. Examples of dyes normally excluded from

intact cells that are utilized for cytotoxicity assays

include trypan blue, ethidium bromide (EtBr), and

propidium iodide (PI). Trypan blue is an absorbing

dye, staining dead cells blue which can be manually
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counted using a hemocytometer. Although trypan blue

assay results have been published by a few groups, it is

generally considered a qualitative assay as it is less

sensitive and less reliable than other assays. EtBr and

PI are red fluorescent dyes, whose peak emission inten-

sities at 620 nm are greatly enhanced upon binding to

DNA and can be measured using a flow cytometer or

spectrofluorometer. Since quantitative measurements

can be derived from these fluorescent dye based

assays, they are more widely used. In addition, EtBr

and PI can be used to identify necrotic cells and when

co-stained with annexin V-FITC differentiate them

from apoptotic cells. Refer to the Apoptosis Versus

Necrosis section for further discussion.

A complementary technique to dye exclusion uses

cell permeable dyes, which tend to accumulate within

cells, to assessmembrane integrity. If the cell membrane

is damaged, the dye can leak out of cells or its uptake is

decreased, with fluorescence intensity differentiating

live and dead cells. Examples of commonly used dyes

include neutral red, calcein acetoxymethyl (calcein

AM), and fluorescein diacetate (FDA). Neutral red

absorbs at 540 nm and can be measured with a spectro-

photometer. Calcein AM and FDA are nonfluorescent

dyes, which are converted by intracellular esterases to

their fluorescent counterpart once within the cell. Cyto-

toxicity can be quantified bymeasuring the fluorescence

intensity at 520 nm using a flow cytometer or spectro-

fluorometer. While the fluorescent dyes can be used

individually, they are more commonly used in a double

“live/dead” assay. The cell sample is exposed to fluores-

cent dye pairs (e.g., calcein AM/EtBr, FDA/PI) where

live cells fluoresce green and dead cells fluoresce red.

Another membrane integrity assay detects lactate

dehydrogenase release. Lactate dehyrogenase (LDH) is

an enzyme normally present in the cytosol and can only

be detected outside the cell after cell damage has

occurred. In this assay, LDH released from damaged

cells oxidizes lactate to pyruvate which promotes the

conversion of tetrazolium salt INT to formazan. The

amount of LDH released, determined by measuring the

absorption of formazan at 490 nm, is proportional to the

number of cells damaged or lysed. Significant LDH

release from the cytosol is associated with necrosis.

Mitochondrial Function

Changes in cell function due to toxicity can occur

before serious cell damage, such as compromised

membrane integrity, are detected. Indicators of
metabolic activity can be used to detect early cell

injury. Considered the “gold standard” for cytotoxic-

ity, the MTT assay is a colorimetric assay that mea-

sures the activity of mitochondrial enzymes. MTT, or

3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl tetrazolium

bromide, is yellow in solution but is converted into an

insoluble purple formazan product in living cells.

Absorbance measurements at 570 nm can be made

after solublizing the formazan with DMSO or

isopropanol, and the absorbance intensities can be

correlated to cell viability. In addition, the absorbance

is also representative of cell number and can be used to

measure cell proliferation. While MTT is less expen-

sive and more common, other tetrazolium dyes (MTS,

XTT, or WST) similarly produce a formazan that

absorbs around 570 nm in live cells but have greater

sensitivity with less reaction time. Similar to the MTT

assay, the alamar blue assay is another colorimetric

assay that measures metabolic enzyme activity. The

assay is based on the reduction resazurin,

a nonfluorescent dye, to resorufin, a pink fluorescent

dye, mainly by acting as an electron acceptor for

enzymes such as NADP and FADH during oxygen

consumption. The converted dye fluoresces at 590 nm

and can be detected using a fluorometer. In addition,

alamar blue shows little to no cytotoxic effects in

tested cells, and thus has been used to perform several

tests or kinetic measurements on the same set of cells.

Measurement of ATP levels and oxygen consump-

tion rate are less commonly used methods of assessing

nanoparticle cytotoxicity. This could due to the assays

being more expensive or requiring specialized equip-

ment. Briefly, ATP bioluminescence assay measures

the concentration of ATP, which is proportional to the

number of metabolically functional cells, using

a luciferin-luciferase system. Healthy cells maintain

ATP concentrations through a balance of production

and consumption pathways. Since the oxygen con-

sumption rate is disrupted upon cell death, cells lose

the ability to produce ATP, and since ATPases can

continue to consume ATP after cell death, the concen-

tration of ATP decreases. The decrease in ATP con-

centration corresponds to a loss of luciferin–luciferase

luminescence. The oxygen consumption rate of cells

can be measured using electron paramagnetic reso-

nance oximetry, Clark-type polarographic oxygen

electrode, and fluorescent oxygen sensors. However,

to date, little or no nanoparticle cytotoxicity studies use

these approaches.
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Proliferation

If nanoparticle exposure induces cell senescence but

not cell death, this could be considered a cytotoxic

effect as cell proliferation has been disturbed. Com-

paring the number of cells present at different exposure

time points can indicate effects on cell proliferation.

Cell number can be measured by direct cell counting,

nuclei counting, or by the measurement of total cell

protein or DNA content, which are proportional to the

number of cells. Fluorescence from dyes that label

DNA, such as Hoechst or PI, is directly proportional

to the sample DNA content. Compared to the control,

higher fluorescence indicates proliferation and lower

fluorescence signals cytotoxicity. This method is rela-

tively cheap and fast. In comparison, markers such as
3H-thymidine and 5-bromo-2’-deoxyruidine (BrdU)

incorporation into DNA can also be used to measure

cell proliferation; however, both methods require sig-

nificant sample processing. As mentioned previously,

MTT can also be used to measure cell proliferation

since the dye absorbance is proportional to cell

number.
N

Apoptosis Versus Necrosis

Differentiating the type of cell death can elucidate

information about the mechanism of toxicity. For

example, the plasma membrane of apoptotic cells

remains largely intact, and therefore cell death via

may not be accounted for when using assays based on

compromised membrane integrity, such as PI staining.

Apoptosis involves a series of signaling cascades that

are initiated by the cell after disruption of intracellular

homeostasis. During apoptosis, phosphatidylserine is

transported from the inner surface of the cell mem-

brane to the outer surface. Annexin V binds specifi-

cally to phosphatidylserine and therefore can be used

to label apoptotic cells. In contrast, necrosis is passive

and results from irreversible cell damage, such as

disruption of the plasma membrane. As mentioned

previously, PI is a nuclear stain that only fluoresces

in cells with compromised plasma membranes. Com-

bined cell staining with annexin V–FITC (fluorescein

isothiocyanate) and PI allows for the discrimination of

intact cells (no staining), early apoptotic (FITC

staining only), and late apoptotic or necrotic cells

(both PI and FITC staining). Staining can be observed

using fluorescencemicroscopy or quantified using flow

cytometry.
Additional Study Design Considerations

Choice of Cell Type

Most nanoparticle cytotoxicity data is generated

from monocultures of cells representative of specific

organs of the body. Recently co-culture in vitro

systems have been developed to better simulate the

cellular environment in vivo [3]. Cell lines

recommended in the ASTM E2526-08 and ISO

10993-5 cytotoxicity testing standard protocols

include LLC-PK3 porcine kidney cells, HepG2 liver

cancer cells, and 3T3 mouse embryo fibroblasts. Other

cell lines often used in nanoparticle cytotoxicity

studies include A549 lung cancer cells, HEK293

human embryonic kidney cells, human epidermal

keratinocytes, human dermal fibroblasts, and HeLa

human epithelial cancer cells. Epithelial cells are

often used because they form the outer barrier

layer of organs and are usually the first cells to come

into contact with nanoparticles during exposure.

Regardless of which cell lines chosen, it is important

to recognize that there may be differences in sensitivity

between cell types [4]. In addition, if primary cells are

chosen, these cells may have greater sensitivity than

established cell lines.
Suitability for High-Throughput Screening

A considerable amount of time and money can be lost

on nanoparticle development when they fail late in the

process due to toxicity issues. The growing number of

nanoparticles needing to be screened places new

demands on cytotoxicity tests, with more attention

being drawn to the use of high throughput methods.

High-throughput screening (HTS) utilizes automated

systems to rapidly conduct in vitro tests on microtiter

plates. If multiple measurements are obtained from

each well, then the process is referred to as high con-

tent screening. Several of the established cytotoxicity

assays mentioned have been successfully adapted to

96-well and 384-well plates for use in high-throughput

plate reader and flow cytometer setups [5]. Since

the advantage of in vitro cytotoxicity screening is the

ability to evaluate the toxicity of a large number of

compounds, testing nanoparticle libraries with HTS is

one strategy toward generating the volume of

data needed to identify toxic nanoparticle formula-

tions, elucidate nanoparticle structure-activity rela-

tionships, and better prioritize nanoparticles for

further in vivo testing.
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NP Toxicity observations Reference

C60 Unmodified C60 more toxic than functionalized (hydroxylated and carboxylated) C60, residual THF solvent can

contribute to toxicity observed from unmodified C60 cluster (nC60) toxicity, photocatalytic behavior contributes

to toxicity

[6]

CNTs Unpurified as-prepared CNTs exhibit toxicity possibly due to presence of catalytic iron, single-walled CNTs

elicit more toxic response than multiwalled CNTs

[7]

Au Relatively “nontoxic,” cationic AuNPs more toxic than anionic AuNPs, CTAB and citrate coatings contribute to

toxicity but can be mitigated with PEG

[8]

Ag Silver ion release contributes to toxicity, ROS generation and oxidative stress are two major mechanisms,

different surface chemistries induce different DNA damage responses

[9]

QDs Heavy-metal (e.g., Cd) leaching contributes to toxicity, shell and surface coating can reduce toxicity by

containing core and modulating surface charge, toxicity also influenced by oxidative & photolytic stability

[10]

TiO2 Anatase form ~10 times more cytotoxic than rutile form, photoactivity enhances toxicity, oxidant driven

inflammation and protein nitration also associated with TiO2 NP exposure

[11]

CNTs carbon nanotubes, NPs nanoparticles, THF tetrahydrofuran, CTAB cetyl trimethylammonium bromide, PEG polyethylene

glycol
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Potential Mechanisms of Nanoparticle
Toxicity

Critical determinants of nanoparticle-induced cytotox-

icity include exposed cell type, composition, and size

of nanoparticles. In addition, through one-by-one eval-

uation of nanoparticles, structure-activity relationships

specific to certain nanoparticle formulations have been

observed. Several reviews provide detailed discussions

on general and nanoparticle-type specific cytotoxicity,

and recent examples are included in the References

section. A summary of the current understanding on

the mechanisms behind toxicity observed from six

widely used nanoparticles with reference to recent

reviews is presented in Table 2. The following section

elaborates on some of the effects that are common

across nanoparticle types.

Aggregation and Agglomeration

Nanoparticle stability can vary in different dispersion

solutions, such as deionized water and cell culture

media. Aggregation, or the strong binding of

nanoparticles together, and agglomeration, or the clus-

tering of nanoparticles held together by relatively weak

forces, can change the concentration and physicochem-

ical properties of nanoparticles in solution. The proper-

ties affected are their size, size distribution, surface area,

and therefore their surface reactivity. Since these

parameters play a role in the toxicity of nanoparticles,

it is important to keep in mind the potential contribution

of aggregation and agglomeration during study design

and analysis. Methods of reducing nanoparticle
aggregation and agglomeration as well as homoge-

neously dispersing them in liquids include surface mod-

ifications and sonication before exposure.While surface

modifications may improve nanoparticle stability, they

may also influence their bioactivity. The durability of

the surface coatings once inside biological environ-

ments is another issue, and release of the surface coat-

ings may also contribute to the toxicity of nanoparticles.

Cellular Uptake

Uptake of nanoparticles into cells through endocytosis

or phagocytosis processes is size-dependent and can

vary greatly among cell types. The amount of nano-

particle internalization by cells can contribute to the

observed toxicity as internalized nanoparticles may

interact with cell organelles and disrupt cellular equi-

librium or homeostasis. Transmission electron micros-

copy has been the preferred method of studying the

cellular uptake of nanoparticles due to its high resolu-

tion, resolving the intracellular location of

nanoparticles. Most studies have found internalized

nanoparticles localize in endosomes or lysosomes.

The low pH in endosomes and lysosomes has been

suggested to dissolve or degrade nanoparticles releas-

ing their core atoms. This can result in cytotoxicity,

especially with metal nanoparticles, since metal ions

can disrupt calcium homeostasis and/or generate reac-

tive oxygen species.

Oxidative Stress and Inflammation

In vitro studies have shown that nanoparticles of var-

ious compositions generate free radicals and reactive
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oxygen species (ROS) more than larger particles, due

to their higher surface area. ROS can damage cells by

inducing oxidative stress, which involves a redox

imbalance within cells often due to increased intracel-

lular ROS and decreased antioxidants. The oxidative

stress associated with nanoparticle exposure can result

from:

• The presence of transition metals (ex. iron, copper,

nickel) catalyzing Fenton reactions.

• Generation of ROS at the particle surface.

• Phagocytosis of nanoparticles by inflammatory

cells, such as alveolar macrophages and

neutrophils.

• Physical damage due to nanoparticles interacting

and/or entering mitochondria, altering mitochon-

drial function.

The cellular damage resulting from ROS generation

and activation of inflammatory cells can also lead to

inflammation. Markers of inflammation include the pro-

inflammatory cytokines IL-1b, IL-6, and TNF-a plus

the chemokine IL-8. Cytokines can be quantified using

the enzyme-linked immunosorbant assay (ELISA), and

ELISA results have been reported for metal oxides,

carbon-based nanoparticle, silica, and quantum dots.

However, carbon nanoparticles and metal oxides have

also been reported to adsorb cytokines IL-8 and IL-6,

interfering with the ELISA assay. These observations

should be considered when interpreting results from

nanoparticle inflammation testing.

DNA Damage

Of the cellular events that can occur in the absence of

cell death, DNA damage is of critical concern as it can

initiate disease development, such as cancer, and

genetic abnormalities in reproductive cells. Both the

nanoparticles themselves as well as nanoparticle-

elicited events, such as overload and persistent

inflammation, have been suggested to play a role in

nanoparticle-induced genotoxicity. However, to date,

limited genotoxicity testing of nanoparticles has been

conducted. Genotoxicity may result from nanoparticle

exposure due to their (a) small size which may facilitate

their transport across cell and nuclear membranes where

they may interact directly with DNA, (b) high surface

area and/or chemical components (e.g., heavy metals)

could generate ROS, which damage DNA. The comet

assay has been used to detectDNAdamage in individual

cells using gel electrophoresis. Cells with damaged

DNA appear as “comets” with intact DNA residing in
the head portion and broken DNA pieces migrating

away, forming the tail. A DNA-specific dye such as PI

is used to read the gel, and the amount of DNA found in

the tail is proportional to the amount of DNA damage.

The comet assay is the most widely used genotoxicity

test in published nanoparticle studies; however, it only

nonspecifically indicates the presence of DNA strand

breaks. The most investigated oxidative lesion caused

by hydroxyl radical attack, 8-OHdG, has been shown to

be induced in vitro by nanoparticles, including carbon

nanotubes, CeO2, gold, and TiO2 nanoparticles [12].

Isotope-dilution gas chromatography–mass spectrome-

try (GC-MS) can be used to detect and quantify DNA

damage mediated by ROS produced from nanoparticle

interactions in cells. This method is more robust com-

pared to the commonly used comet assay since it has

been shown to differentiate among more than 20 DNA

base lesions. Since oxidatively modified DNA lesions

have different mutagenic potential, it is important to

identify the types of DNA modifications that occur

due to nanoparticle exposure.
Challenges for Future Nanoparticle
Cytotoxicity Testing

It is important to consider that in vitro dose–response

data serves as a starting point for evaluating the cyto-

toxicity of nanoparticles. Often in vitro data cannot be

extrapolated to nor is representative of what would

occur in vivo. For example, cells exposed to

nanoparticles suspended in cell culture media poorly

reflects inhalation exposure conditions, where lung

cells at the air–liquid interface are exposed to aerosols

of nanoparticles. In addition, in vitro cell culture sys-

tems are controlled environments, often containing

a single cell line at low cell density, which may not

accurately model normal cell–cell interactions or tis-

sue injury signaling cascades. However, these short-

comings arise from the inherent differences between

in vitro and in vivo systems. Cytotoxicity assays also

presents unique challenges for nanoparticle testing

since particulates differ from soluble chemicals. The

following section describes areas for improvement in

nanoparticle cytotoxicity testing.

Dose Metric

Compared to soluble chemicals, nanoparticles can

agglomerate, aggregate and, as a consequence, settle
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out of solution depending on their size, concentration,

and surface chemistry. These processes can affect the

cellular dose, making quantification of the exposure

concentration more complicated and less comparable

across nanoparticle types. As a result, questions have

been raised on the applicability of standard cytotoxic-

ity assay protocols, developed to test soluble

chemicals, for nanoparticles. Nanoparticle–cell inter-

actions may be enhanced due to nanoparticles settling

to the cell surface, leading to potential nanoparticle

overloading of the cells. Resulting cytotoxicity may

therefore be due to the higher exposure level from poor

stability. It is important to account for this phenome-

non when conducting nanoparticle in vitro dose–

response assessment. In addition, the exposure dose

is often inconsistently reported. There are several

dose metrics that can be used, such as mass per vol-

ume, particles per volume, mass per surface area, or

mass per cell number. To aid study interpretation,

enough data should be reported so that the reported

values can be converted to different dose metric units.

Most in vitro studies assess dosimetry by observing

the dose–response relationship after external introduc-

tion of different concentrations of nanoparticles. Yet

the internalized concentration of nanoparticles may

better correlate to cytotoxicity [13]. A more informa-

tive representation of exposure dose would be to quan-

tify the amount of nanoparticles externally attached or

internalized by the cells (delivered dose) in addition to

the concentration of nanoparticles added to the media

(administered dose). Teeguarden et al. and more

recently Wittmaack provide thoughtful discussions

on how the particulate nature of nanoparticles intro-

duces issues such as gravitational settling that impact

dosimetry [14, 15]. Despite these examples, few stud-

ies make a distinction between administered and deliv-

ered dose. Knowing the external and internal fractions

of the delivered dose could also give insights into the

mechanisms of nanoparticle toxicity; however, exper-

imental methods to resolve these concentrations need

to be developed. Future research should work to cor-

relate the deposited and internalized nanoparticle con-

centrations to observed cytotoxicity.

Nanoparticle Interference

Due to their high surface area, and in some cases

optical properties, the presence of nanoparticles in

the test solutions can interfere with cytotoxicity assay

results. The increased adsorption capacity and
increased catalytic activity resulting from their high

surface area can either bind or interact with assay dyes

leading to false readings. For example, carbon

nanomaterials, especially single-walled carbon

nanotubes (SWCNTs), have been reported to interact

with cytotoxicity indicator dyes, including MTT,

WST-1, Coomassie blue, alamar blue, and neutral

red. Adsorption of the dyes to the carbon nanotubes

results in either false negative data for the absorbing

dyes or false positive data for the fluorescent dyes.

Fluorescence quenching by carbon nanomaterials has

also been reported with adsorption of the dye

suggested as a reason for the quenching response.

Other ways nanoparticles can contribute optical inter-

ference include physically blocking the emitted light,

scattering the excitation light, and adding their own

fluorescence signal (e.g., quantum dots or polystyrene

beads). The reader is also referred to a review that

describes in more detail these and other assay interfer-

ences derived from nanoparticles [16, 17]. Future

developments could include designing label-free cyto-

toxicity assays, which would eliminate the issue of

nanoparticle–dye interactions. As a safeguard,

conducting multiple tests is advantageous to ensure

valid conclusions are drawn.

Inter-Laboratory Consistency

While many studies using two or more different cyto-

toxicity assays have reported reasonable agreement in

the results, large discrepancies have also been

reported. Lanone et al. showed that for highly toxic

or not toxic nanoparticles, inter-laboratory reproduc-

ibility was good, with LC50 values very similar for

toxic nanoparticles [4]. However, their data also indi-

cated that the reproducibility for nanoparticles with

intermediate toxicity was lower in comparison. Since

the cell lines and methodology were the same between

labs, the variation between labs found suggests that

there may be other factors unaccounted for in protocol

development to ensure reliability in performance.

These could include differences in nanoparticle stor-

age methods, age of nanoparticle solution at testing,

instrument calibration, and user performance may

have contributed to the variability observed. Until

data generated in different labs come within an

accepted margin of error, inconsistencies in study find-

ings and questions on methodology appropriateness

during nanoparticle cytotoxicity assessment will

remain.
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Conclusion

Cytotoxicity testing constitutes just one of many steps

required for nanoparticle biocompatibility and human

health risk assessment. Traditionally, in vitro toxicity

testing focuses on whether or not exposure to

a potentially toxic agent results in cell death. How-

ever, changes in cellular function may serve as early

signs of cytotoxicity when no cell damage or death

may be apparent. As not all disruptive effects result in

cell death, more extensive toxicity studies have

attempted to determine the sublethal effects of

nanoparticles. Given the variety of assays developed

for cytotoxicity testing, it is important to verify that

the endpoints of the assay used are appropriate for the

hypothesis being tested. In addition, many of these

assays were developed for testing soluble chemicals

and may not be suitable for nanoparticle testing. Evi-

dence of nanoparticle interferences with the indicator

dyes has raised questions on the accuracy of currently

available nanoparticle cytotoxicity data. Researchers

should take care when interpreting the available liter-

ature as well as when conducting their own nanopar-

ticle cytotoxicity testing. Ultimately, the goal of

nanoparticle cytotoxicity assessments is to provide

initial toxicity data to guide further risk assessment,

which will inform decision making to protect

human health.
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Synonyms

LM10; LM20; NS500; NTA
Definition

Nanoparticle Tracking Analysis (NTA) is an analytical

methodology which facilitates the direct and real-time

visualization and characterization of nanomaterials

sized between 10 and 1,500 nm in liquid suspension.

The aim of this entry is to address the need to

characterize different properties of particles in the

nanoscale, explain the principles of operation of Nano-

particle Tracking Analysis, explore the concentrations

and size ranges measurable, look at other parameters

characterized by Nanoparticle Tracking Analysis

(NTA) as well as functions and applications of the

technique.

The use of nanoscale materials is widespread

throughout many different industries. Whether this is

in pigments for the paint industry, or viruses used in the

development and manufacture of vaccines, materials

in this size range play a large part in the effectiveness

and constancy of many products and processes. As

differences in not only the size and concentration,

but also shape and both magnetic and electrical

charge of these materials can make a substantial dif-

ference to the end product, it is clear there is a need for

processes and techniques that have the ability to char-

acterize the different properties of these materials.

There are numerous techniques that allow different

aspects of this combination of properties to be

determined, each with their own sets of benefits

and limitations. These techniques include: Dynamic

Light Scattering, also known as Photon Correla-

tion Spectroscopy, Analytical Disk Centrifuge, Flow

Cytometry, Transmission Electron Microscopy, and

Scanning Electron Microscopy.

NTA is a multiparameter methodology that allows

the direct and real-time visualization, sizing, and

counting of materials between 10 nm and 1.5 mm in
liquid suspension. As populations of particles can be

simultaneously analyzed on an individual basis, it is

ideally suited for analysis of polydisperse systems

ranging from 10–20 nm to 1–1.5 mm (depending on

particle type). Concurrent measurements also allow

users to acquire information on concentration, zeta

potential, and relative intensity of light scattered and

also to analyze fluorescently labeled particles as

discussed by Carr et al. [1].
Principles of Operation and Analysis

NTA obtains particle size distributions of samples by

utilizing properties of both light scattering and

Brownian motion.

A finely focused laser beam (usually from laser

diodes operating at 635, 532, 488, or 404 nm) is passed

through an optical flat with a beveled edge within

a sample chamber. The angle that the laser is intro-

duced to the flat is such that when the beam reaches the

interface between the flat and the liquid layer of sol-

vent containing the sample above it, it is refracted

almost flat. This compression of the laser to such

a low profile gives a very high power density. As

such, a region of intense illumination is created within

which particles can be visualized by utilizing the light

scattered from them by Rayleigh Scattering. Figure 1

shows a simplified version of the configuration of laser

(running from left to right), glass flat and objective lens

used by systems using NTA. This allows particles to be

visualized using light scattered.

A conventional microscope arrangement with

a �20 magnification objective fitted is used in order

to visualize the particles in suspension. Coupled with

this microscope arrangement, is a video camera (typi-

cally a CCD, emCCD, or CMOS). This camera, oper-

ating at 30 frames a second, is used to capture a video

field of approximately 106 mm � 80 mm � 6 mm,

within which particles in the sample can be seen mov-

ing under Brownian motion. Figure 2 shows the move-

ment of a system of polydisperse nanoparticles under

Brownian motion. On average, smaller particles move

at a greater rate than larger particles, as can be seen by

the relative step lengths of the trails following the

particles (each change in direction or “step” indicating

one video frame).

Once a field of view containing particles in suspen-

sion moving under Brownian motion has been

http://dx.doi.org/10.1007/978-90-481-9751-4_100358
http://dx.doi.org/10.1007/978-90-481-9751-4_100359
http://dx.doi.org/10.1007/978-90-481-9751-4_100597
http://dx.doi.org/10.1007/978-90-481-9751-4_100598
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Fig. 1 Configuration of

components used by NTA in

order to visualize

nanoparticles (Figure

courtesy: NanoSight Ltd.)

Nanoparticle Tracking Analysis, Fig. 2 Showing the move-

ment of polydisperse nanoparticles under Brownian motion

(Figure courtesy: NanoSight Ltd.)
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established, the NTA software is used to record a video

file of the movement, typically 30–60 s in duration.

This video file is then analyzed by the software which

automatically finds the center of each scattering point
using a proprietary version of a Centroid tracking

algorithm to give x and y coordinates for each particle.

Eq. 1: Centroid tracking algorithm

Cx ¼
Xn
i¼1

Xm
j¼1

ðxi: IijÞPn
i¼1

Pm
j¼1 Iij

Where

xi ¼ Coordinate of pixel on the x-axis

Iij ¼ Pixel intensity [2]

The center of the same scattering point is then found

in the next frame, and the distance that the particle has

moved in that time is calculated .

Eq. 2: Finding displacement of particles between

frames (r)

r2 ¼ Dx2 þ Dy2

By tracking this movement over several consecu-

tive frames, the software determines the mean dis-

placement and hence the diffusion coefficient of each

particle within the field of view. Provided that the

temperature (T) and the viscosity (Z) of the system

are known, the Stokes-Einstein equation (Eq. 3) is then

used to relate the diffusion coefficient to the
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hydrodynamic sphere equivalent particle diameter of

the material. The Stokes-Einstein equation is as

follows:

Eq. 3: The Stokes-Einstein equation
KBT

Dt ¼

3pZdh

where

Dt ¼ Diffusion coefficient

KB ¼ Boltzmann constant

T ¼ Temperature

Z ¼ Viscosity

dh ¼ Sphere equivalent hydrodynamic diameter parti-

cle size

As Brownian motion occurs in three dimensions,

a modified version of the Stokes-Einstein equation is

needed for NTA as this technique only observes the

motion in two dimensions. However, it is possible to

determine Dt from the mean squared displacement of

a particle in one, two, or three dimensions (Eq. 4a–c

respectively).

Eq. 4: (a, b and c): Tracking Brownian motion in

different numbers of dimensions

ðxÞ2 ¼ 2TKBT

3pZd
(a)

ðx; yÞ2 ¼ 4TKBT

3pZd
(b)

ðx; y; zÞ2 ¼ 2TKBT

pZd
(c)

So in the case of Nanoparticle Tracking

Analysis where measurements are made in two

dimensions:

Eq. 5: Tracking Brownian motion in two dimen-

sions to determine particle size

ðx; yÞ2
4
¼ Dt ¼ KBT

3pZdh

Equation 5 is applied to the trajectories of each of

the particles within the field of view allowing the user

to obtain a reading of particle size (hydrodynamic

diameter, in nm) against concentration (absolute in

particles per ml).
Other Measurable Parameters

Concentration

The field of view interrogated by NTA systems is of

known dimensions and therefore known volume which

means that determining the concentration of particles

in terms of particles per ml can easily be achieved

using the NTA software. As the software not only

tracks and sizes every particle within the field of

view but also counts the number of particles identified,

a concentration can be achieved by extrapolation of

this number.

The field of view measures 106 mm � 80 mm �
6 mm. This leads to a volume of 50,880 mm3.

Equation 6 shows how this is used in order to deter-

mine particle concentration.

Eq. 6: Extrapolation of particle count to concentra-

tion in particles per ml

Concentration ¼ Pcount � 1012mm3

50; 880mm3

� 
Concentration ¼ Pcount � 1:97� 107

where Pcount ¼ Number of particles within the field

of view

In a 2010 study Filipe et al. investigated the

ability for NTA to measure concentration and con-

cluded that the capability of NTA to determine approx-

imate concentration ranges for submicron particles

offers an advantage over other techniques for particle

sizing [3]. A study conducted by Du et al. found

that concentrations obtained using NTA correlated

very well with those they calculated using other

methodologies [4].
Scatter Intensity

While the size of particles is determined by the NTA

software using Brownian motion, the system also mea-

sures the relative amount of light scattered by each

particle in the scattering volume. These two properties

can be plotted as a function of one another allowing

differentiation of particles not only by size, but also by

composition. For a mixture of similar sized particles

with significantly different refractive indices (for

example, gold particles of 100 nm and polystyrene

particles of 100 nm), both would appear in the same

size distribution, but can be separated when size is

plotted against relative refractive index. Figure 3



Nanoparticle Tracking Analysis, Fig. 3 Illustrating differen-

tiation of particle material by comparing particle size (x-axis),

relative intensity (y-axis), and number of particles (z-axis)

(Figure courtesy: NanoSight Ltd.)
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shows a distribution of 30-nm and 60-nm gold

nanoparticles mixed with a population of 100-nm poly-

styrene particles, separated by both particle size and

the relative amount of light scattered. Particle size is

given on the x-axis, with relative intensity on the y-axis

and number of particle on the z-axis.

These populations may have merged with one

another on a simple particle size versus concentration

graph. However, by employing the third dimension of

relative intensity of light scattered, it is easy to define

the three discrete populations of materials.

Fluorescence

Being a direct visualization and tracking method, NTA

does not rely on interference from coherent light

sources. This means that fluorescently labeled or inher-

ently fluorescent materials can be analyzed without

affecting the results that are obtained. In order to do

this, typically a green laser (532 nm) or a blue/violet

laser (404 nm) is used in place of the usual red laser

used within the system allowing the fluorescent exci-

tation of particles with absorption spectra that span

these wavelengths. By comparing profiles generated

with and without a filter removing the excitation wave-

length present in the optical path of the system, the user

is able to determine the effectiveness of their labeling

process, or the proportion of labeled to unlabelled

material within their sample, and whether or not

the presence or absence of fluorescence is in any

way related to the hydrodynamic sphere equivalent

particle size.
Suspension Viscosity

NTA can also be used to determine unknown viscosi-

ties of fluids. The system uses the Stokes-Einstein

equation in order to relate the diffusion coefficient of

the material to the sphere equivalent particle size.

However, if the size of the particles in question is

already well characterized, then it is possible to

rearrange the Stokes-Einstein equation as shown in

Eq. 7 and use the known parameters of diffusion coef-

ficient, particle size, and temperature in order to use the

collected data to determine the viscosity of the system.

This will be briefly discussed in the section on drug

delivery studies.

Eq. 7: Stokes-Einstein equation to find viscosity

Z ¼ KBT

3pDtdh

where

Dt ¼ Diffusion coefficient

KB ¼ Boltzmann constant

T ¼ Temperature

Z ¼ Viscosity

dh ¼ Sphere equivalent hydrodynamic diameter parti-

cle size

Zeta Potential

The zeta potential of a system is a measure of charge

stability and has an effect on all particle-particle inter-

actions within a system. Understanding zeta potential

is of critical importance in controlling dispersion and

determining the stability of a nanoparticle suspension.

The zeta potential is the electric potential at the slip

plane between the bound layer of solvent molecules

surrounding the particle, and the overall solution. This

can be closely linked to the particle’s surface charge in

simple systems but is also heavily dependent on the

properties of the solvent in which the particles are

suspended. A higher level of zeta potential results in

greater electrostatic repulsion between the particles,

which results in less aggregation and flocculation.

In order to carry out investigations into the zeta

potential of a system, the hardware used for NTA is

adapted so that the sample chamber is fitted with plat-

inum electrodes through which an electric field can be

applied to the cell.

This field causes motion of both the sample parti-

cles (electrophoresis) and the diluent (electroosmosis).

The NTA software records the apparent drift velocity
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Nanoparticle Tracking
Analysis, Fig. 4 Diagram

showing profile map positions

where six standardized depth

locations intersect the laser

beam (Figure courtesy:

NanoSight Ltd.)

Offset

ONegative flow velocity Positive flow velocity

Nanoparticle Tracking
Analysis, Fig. 5 Total

velocity profile measured

using NTA (red) and
electroosmotic velocity profile

(blue) inferred by subtraction

of a contact offset to obtain

a velocity profile that sums

to zero over the channel

depth (Figure courtesy:

NanoSight Ltd.)
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for each tracked particle, which will be a superposition

of both electrophoresis and electroosmosis. This total

velocity is measured at different depths within the

sample chamber (as shown in Fig. 4, each dot

corresponding to a depth of measurement), making it

possible to separate these components and obtain

a measurement of the electrophoretic velocity (due to

the force impinged directly on the particles), and hence

the zeta potential of the particles.

By employing the assumption that the net electro-

osmotic flow summed over the chamber depth will be

zero, as should be the case for a closed system, the

electroosmotic profile can be inferred, as shown in

Fig. 5.

Using the calculated flow profile, the velocity com-

ponent caused by electroosmosis is removed from the

tracked velocities for each particle. The corrected drift

velocities then give a measure of the electrophoretic

mobility of individual particles.
The electric field strength (E) within the flow cell is

determined using the Voltage (V) applied through the

sample by the electrodes, and the distance between the

electrode surfaces (d) (Eq. 8).

Eq. 8: Determining electric field strength

E ¼ V

d

The particle velocities can then be converted into

electrophoretic mobilities (velocity divided by electric

field strength).

By application of the Henry equation using the

Smoluchowski approximation (appropriate for aque-

ous diluent media with moderate electrolyte concen-

tration, seen in Eq. 9) the zeta potential (ZP) for each

particle can be calculated:

Eq. 9: Calculation of zeta potential

ZP ¼ mZ
e0er
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where m is the electrophoretic mobility of the particle,

e0 is the permittivity of free space, er is the relative

sample solution permittivity, and Z is the sample solu-

tion viscosity.

This particle-by-particle approach allows different

charge populations within a sample to be determined

rather than being lost in the “noise” of an ensemble

technique.
Concentration and Size Ranges Measurable

The ability of NTA to analyze polydisperse samples

comes from the ability to track and analyze each par-

ticle in the system individually, irrespective of the

others around it. It is therefore important that

a sufficient number of particles are analyzed during

analysis to ensure that the data produced is statistically

viable. Repeatable and accurate results can be obtained

when analyzing particles in concentrations between

107 and 109 particles per ml. Below this concentration,

the number of particles within the field of view is so

low that the typical analysis time of 30–60 s will only

allow a very small number of particles to be analyzed,

leading to inaccuracies of a statistical nature. Above

109 particles per ml, the field of view becomes very

crowded. As Brownian motion is a random process,

when two particles cross over, the tracking software is

unable to determine which particle is which and must
therefore stop tracking both to avoid erroneous track-

ing. When the field of view is crowded, the rate at

which crossover of particles occurs is so great that

there is insufficient time to determine diffusion coeffi-

cient and therefore size.

A high concentration of particles also leads to erro-

neous results when trying to identify solution concen-

tration. Figure 6 shows the relationship between the

concentration of particles in a solution and the concen-

tration as measured using NTA.

It is clear that the correlation between the actual and

measured concentration remains stable until

a concentration of around 3.5 � 109 particles per ml

whereupon the accuracy of the NTA concentration

reading begins to deteriorate.

The typical size range between which NTA

operates is from 10–20 nm up to 1.5 mm. The lower

limit of this figure is mainly dependent upon the

amount of light scattered by the particles. This value

in turn varies in relation to particle size, shape, refrac-

tive index (real and imaginary), illumination power,

wavelength, power, and polarization as well as solvent

refractive index. The amount of light falling on the

detector also fluctuates according to many variables

including efficiency of optics, sensitivity, and spectral

response of the camera.

In their 1983 work, Bohren et al. comprehensively

describe the theory of light scatter and the formula for

Rayleigh scattering of small particles [5]:
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Eq. 10: Rayleigh scattering of light by small

particles

I

Iin
¼ 16p4a6

r2l4
n2 � 1

n2 þ 2

� 
sin2c

where

a ¼ Particle radius

n1 ¼ Refractive index of particle

n2 ¼ Refractive index of solvent

l ¼Wavelength of light

Iin ¼ Incident power per unit area

I ¼ The scattered power per unit area

r ¼ Distance from the scattering region and

c ¼ Angle between input polarization and scattering

direction

The total scattering (Pscat) into an aperture of col-

lection angle y (numerical aperture NA ¼ sin y) is

then:

Eq. 11: Total light scattered into an aperture

Pscat ¼ 64p4a6

l4
n2 � 1

n2 þ 2

� 
Z0Iin

where Z0 ¼ ð1�cos yÞ4
þ ð1�cos3yÞ

12

As the system has fixed laser wavelength and

power as well as a fixed aperture and detection

angle, the variables that affect the lower limit of

detection consist primarily of the particle size and

the relative refractive index difference between the

particles and the solvent in which they are suspended.

As light scattering at these scales varies as

a function of radius [6], as particles reduce in size,

they scatter considerably less light. The functionality

of NTA relies on the ability to visualize the particles,

and so if the amount of light scattered is not sufficient

that the particles can be seen, then it is not possible to

size them. For strongly scattering materials such as

colloidal gold, the lower limit of detection is around

10 nm. For those materials with a weaker scattering

potential, such as biological materials, the lower limit

of detection is more likely to be 20–40 nm. The upper

size limit of the system is determined by the rate of

Brownian motion. When particles reach a certain size

the rate of Brownian motion becomes so low that

inherent centering errors in the software start to negate

the tracking of the movement leading to inaccuracies

in sizing. For dense, high Ri particles such as gold,

their rapid sedimentation rate and excessive scattering
restricts the upper size at which they can be analyzed

to approximately <500 nm. This limit is typically

1–2 mm.
Applications of Nanoparticle Tracking
Analysis

Owing to the varied nature of work at the nanoscale,

NTA has been found to be of use across a variety of

different applications.

Virology and Vaccine Production Due to the nature
in which NTA tracks, sizes, and counts particles on an

individual basis, the methodology allows users to

obtain an immediate and direct estimation of product

purity and concentration. This also allows researchers

and manufacturers to monitor the degree and rate of

formation of aggregates within a virus preparation,

complementing the process of product optimization

and purification. An example of the use of NTA for

virus purification studies can be seen in Fig. 7. This

shows the difference between a partially purified virus

preparation (white line) and the same sample having

undergone a successful purification protocol, remov-

ing all the aggregated material or contaminates (red

line). In this figure, the x-axis represents the particle

size and the y-axis represents the particle concentra-

tion in virus particles per ml.

Exosomes Originally, it was thought that

microvesicles (typically in the 100 nm to 1 mm range)

and nanovesicles (also known as exosomes, with a size

range of around 30–100 nm) were cellular debris.

However, it is now appreciated that these cell-derived

particles are of significant importance and play an

important role in cell to cell communication and cell

signaling.

Recent research suggests that exosomes are present

in significantly elevated concentrations in samples

taken from patients with a number of diseases includ-

ing preeclampsia, diabetes, coronary artery disease,

and cancer. NTA is not only able to visualize, size,

and count these materials in liquid suspension, but

when used with specific fluorescent labels, for exam-

ple, antibody-mediated fluorescent labeling, it can be

used to selectively analyze specific populations within

a complex sample.

In their evaluation of systems for the analysis of

exosomes in liquid suspension Harrison et al. con-

cluded that NTA’s single particle tracking and sizing
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offers advantages over bulk scattering measurements

found in other light scattering methodologies [6].

Nanoparticle Toxicology and Ecotoxicology Cur-

rent research suggests that the biological response to

nanoparticles in living organisms, and thus any poten-

tial health implications, can be affected by particle

size, composition, shape, aggregation state, and expo-

sure route. Before any studies into these effects can be

carried out, it is imperative that the particles used are as

well characterized as possible, in particular their size

distribution and concentration in appropriate test

media. Researchers are also interested in what happens

when engineered nanoparticles are released into the

natural environment.

Protein Aggregation Biological activity and immu-

nogenicity of a biopharmaceutical product are both

highly susceptible to the state of protein aggregation.

These aggregates span a broad range of sizes, from the

small oligomers (a few nanometers) to insoluble

micron-sized aggregates that can contain millions of

monomer units. Determining and understanding the

state of aggregation in these systems can not only help

in improving product stability, but can also lead to

efficiency gains, and aid in process optimization. Indi-

vidual protein monomers are far smaller in size than the

lower resolving limit of the Nanoparticle Tracking

Analysis methodology. When a solution containing
only protein monomers is viewed using this technique,

a background “haze” is seen within which individual

monomers cannot be resolved. However, when aggre-

gates start to form within the system, and reach around

25–30 nm in size, it is possible to differentiate them

from the background signal, and count and size them as

the technique normally would. This, combined with the

possibility of controlling the temperature within the

sample cell, from 10� below ambient to 60�C, can
allow characterization of the parameters that cause

aggregationwithin the product. A full critical evaluation

of the NTA technique by Filipe et al. concluded that the

technique was suitable for the analysis of protein aggre-

gates; however, care should be taken that sample prep-

aration does not affect the aggregate distribution.

Drug Delivery By utilizing Nanotechnology, it is

possible to deliver drugs to a specific area of the body.

Localized drug delivery allows the required drug vol-

ume to be reduced, along with any associated negative

health implications. Both poorly soluble and fragile

drugs can be carried using drug delivery vectors such

as degradable polymeric nanoparticles or liposomes. It

is clear that both the particle size and concentration

will affect the payload, and so Nanoparticle Tracking

Analysis provides a unique way to monitor these prop-

erties in liquid suspension. The location of drug deliv-

ery can also have an impact on the effectiveness of the
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drug. If particles are unable to pass through biological

barriers, then these can act as natural filters, preventing

the drug from reaching the desired location. By using

Nanoparticle Tracking Analysis to compare concen-

trations of particles before and after passing through

membranes and barriers researchers are able to study

the ability for the drug delivery vector to reach the

desired location.

Nanobubbles Nanobubbles are stable pockets of gas
in liquid suspension which can be applied to drug deliv-

ery, cleaning, and sterilization. As Nanoparticle Tracking

Analysis allows direct visualization, sizing, and counting

of the nanobubbles in liquid suspension, users are able to

characterize their product in the final liquid state. This

could prove to be difficult when using other techniques

such as electron microscopy, due to the preparation

required in order for electron microscopy to function.

Inks and Pigments In the field of inkjet applications,
the particle size and concentrations of pigment parti-

cles are very important. The particle size has a great

effect on the strength of the color generated, and

aggregation of the particles could lead to the blockage

of nozzles. The high-resolution size distribution that

Nanoparticle Tracking Analysis can provide allows

both studies into the relationship between size and

color to be analyzed, as well as the conditions that

lead to aggregation of pigment particles.

In conclusion, Nanoparticle Tracking Analysis is an

analytical technique which allows the direct visualiza-

tion, sizing, and counting of materials between 10 and

1,500 nm in liquid suspension. The technique works by

tracking the Brownian motion of each particle within

the field of view, irrespective of the others, and relating

this movement to the sphere equivalent hydrodynamic

diameter of the particle. This parameter is calculated

for each particle within the field of view, and a particle

size distribution is produced. In addition, particle con-

centration, light scattering intensity, zeta potential, and

fluorescent properties can also be measured. The tech-

nique is of use in a variety of different applications,

both as a competing and complementary technique to

other particle sizing methodologies.
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Definition

Ultrafine particles featuring a size distribution in the

nanometer range.
Nanoparticles, Fig. 1 Silver colloidal NPs ink (by

Politronica® Inkjet Printing Technologies S.r.l.) in reflected

light (Fig. 1a – green) and in transmitted light (Fig. 1b – red)

N

Introduction

Studies of nanostructured materials have been steadily

developing in recent years; in particular, metallic,

magnetic, and oxide nanoparticles (NPs) have become

a subject of increasing scientific interest. At the present

time they hold a place of great importance that

covers a wide range of potential applications including

biomedical, optical, and electronics.

Although NPs are generally considered an

invention of modern science, they actually have

a very long history: centuries ago, NPs of silver,

gold, and copper were used by artisans to decorate

pottery; the first examples date from the IX century

A.D. and were found in Mesopotamia [1]. An impor-

tant archeological finding is a Roman cup, currently at

British Museum in London, called the Lycurgus cup

(fourth century A.D.). It contains tiny amounts of

colloidal gold and silver, which give it unusual optical

properties: when illuminated from outside, it appears

green; when retro-illuminated by an inner source, it

glows red. An example of this property is well

represented in Fig. 1 (a–b) that shows a special silver

colloidal NPs ink (by Politronica® Inkjet Printing

Technologies S.r.l.) in emitted (green) and transmitted

(red) light.

In addition, NPs exist widely in the natural world,

for example, as photochemical by-products generated

by plants and algae. They have also been created for

thousands of years as by-products of combustion and

cooking, and more recently from industrial and vehicle

exhausts [2].
Definition of Nanoparticles

The term “nanoparticles” (NPs) is a very general one

and mainly identifies ultrafine particles in the size of

a nanometer. The definition of NPs differs depending

upon the materials, fields, and application one refers to.

In a narrow sense, they are regarded as the particles

smaller than 10–20 nm but, generally speaking, all

particles in the 1 nm–1 mm range may still be defined

as NPs [3].
The principal parameters of NPs are their shape

(including aspect ratios where appropriate), size, and

the morphological substructure of the substance.

“Size Effect” and Size-Dependent Properties

NPs represent a bridge between bulk materials and

atomic, ionic, or molecular structures. Bulk materials

should have constant physical properties regardless

of its size, whereas at the nanoscale, size-dependent

properties are often observed.

The changes in the physical properties with particle

size (from bulk to NPs) are called “size effects”: by

decreasing particle size, the solid particles generally

tend to show different properties from the bulk

material due to the increased importance of surface

upon bulk. Even physical properties like melting

point and dielectric constant may change. In addition,

it is important to underline that the “size effect” not

only allows one to discriminate between physical

properties of the bulk when compared to NPs, but

also to distinguish among NPs having different size

distributions.

For bulk materials larger than one micrometer, the

fraction of atoms, ions, or molecules at the surface is

insignificant in relation to the fraction corresponding to
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its volume. In NPs the fraction of atoms, ions,

molecules located at the surface becomes greater and,

therefore, more active because it is subject to

asymmetric interaction forces due to a different

bonding state, the bonds at the interface between

solid and vacuum (or liquid or atmosphere) are broken

(Fig. 2). This affects either the properties of the particle

itself or its interaction with other materials.

One of the most important size-dependent

consequences of the “size effect” of NPs is the drastic

reduction of the melting point of ultrafine particles if

compared to that of bulk material: the high surface area

to volume ratio of NPs provides a big driving force for

diffusion. NPs, in fact, tend to be able to move easier at

lower temperatures. For example, the melting point of

gold is 1,336 K, but if the size of material decreases

to 2.5 nm, it becomes about 570 K [3].
A second size-dependent feature of NPs is

the dielectric constant. The use of NPs embedded in

electronic devices allows one to improve the product

performance making smaller devices with high

dielectric constants. PbTiO3 represent a significant

example of this feature because its dielectric constant

tends to increase considerably as the particles become

smaller than about 20 nm [3].

NPs often possess unexpected optical properties as

they are small enough to absorb the light with

a specific wavelength: a coherent oscillation of the

conduction band electrons is induced by interaction

with the optical electromagnetic field. Consequen-

tially, a transmitted light with different color

depending upon the kind of metal and particle size is

obtained. This resonance is called Surface Plasmon

Resonance (SPR) (Fig. 3) [4].
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Another size-dependent feature of NPs are

mechanical properties. Nanocomposites with nano-

scale dispersed phases and nanocrystalline materials

provide quite different mechanical properties

when compared to conventional microstructures. The

hardness of the crystalline materials generally

increases with the decreasing of crystallite size and

the mechanical strength of the metal and ceramic

materials considerably increases by decreasing grain

size down to the nanoscale or by making composites at

the nanoscale [5].

The NPs are seldom used by themselves; they are

dispersed instead in other materials or combined with

them. The dispersion process is a crucial point for the

NPs technology as well as their preparation methods,

because the performance of final products is affected

by their dispersion conditions. In this way, it is

expected with great possibility to develop various

new materials and applications by producing and

processing the NPs, which have different properties

from the bulk material due to size effects as mentioned

above [3].

Synthesis Methods

Synthesis methods for NPs are typically grouped into

two categories: top-down and bottom-up approaches

(Fig. 4). The first approach involves the breaking down

of the bulk material into nano-sized structures or

particles. This approach may address milling or attri-

tion, chemical methods, and volatilization of a solid

followed by condensation of the volatilized compo-

nents. Metal NPs so produced are usually large in

size (close to 1 mm) and have wide size distribution.

High-energy ball milling is shown below as an

example of such a method.

The alternative approach, bottom-up, refers to the

buildup of a material from the bottom: atom-by-atom,

molecule-by-molecule, or cluster-by-cluster in a gas

phase or in solution. The latter approach is far more

popular and less expensive in the synthesis of NPs and

can be identified in two sub-categories: (1) Vapor

(Gas) PhaseMethods (e.g., pyrolysis, inert gas conden-

sation); (2) Liquid Phase Methods (e.g., solvothermal

reaction, sol-gel, microemulsion method).

Top-Down: High-Energy Ball Milling

Within top-down technologies, one of the most

representative techniques is High-Energy Ball Milling

(HEBM). This technique is well known as a simple and
inexpensive method for the production of nanostruc-

tured materials, in particular it allows the preparation

of alloys and composites, which cannot be synthesized

via conventional routes. Different types of milling

devices have been developed for different purposes

including tumbler mills, attrition mills, shaker mills,

vibratory mills, planetary mills, etc. In HEBM,

particles of the starting material are subject to heavy

deformation, cold work hardening, and subsequent

fragmentation [6].

In a HEBM system, the grinding balls and the

material in the grinding bowl are thus acted upon by

centrifugal forces, which constantly change in

direction and intensity. The grinding bowl and the
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supporting disc rotate in opposite directions, so that the

centrifugal forces alternatively act in the same and

opposite directions (Fig. 5). The process requires

a long milling time to activate and complete the

structural changes and chemical reactions, as well as

a control of milling atmosphere and temperature which

are crucial to create the desired structural changes or

chemical reactions [7].

Bottom-Up: Vapor (Gas) Phase Methods

Vapor (Gas) phase synthesis is a well-known chemical

manufacturing technique for an extensive variety

of nano-sized particles. The transformation of

a gaseous precursor to the final particulate is

a complex physical process involving nucleation of

the particulate phase, condensation of gasses onto par-

ticles, and coagulation and coalescence between

particles.

Vapor phase fabrication processes are typically

conducted in vacuum under elevated temperatures.

The mechanism for particle formation starts with the

precursor vaporization (typically involves a catalyst)

followed by the nucleation and growth stage.

Synthesis of NPs via high-temperature processing is

a promising technique that offers a good route to pro-

duction of high-purity NPs with specifically tailored

chemical and physical properties. However, NPs

generated by gas phase processes are usually in the

form of aggregates, due to their Brownian coagulation

at high temperatures in the reactor: coagulation is an
intrinsic mechanism which inevitably occurs at high

particle concentrations and therefore in all industrial

aerosol processes [8].

Bottom-Up: Spray Pyrolysis Methods

Spray methods, such as spray pyrolysis, spray drying,

and the flame spray method, have the advantage of

being continuous, low-cost, and single-step methods

for the preparation of NPs and nanocomposites (which

includes metals, metal oxides, non-oxide ceramics,

superconducting materials, and nanophase materials)

that are spherical, chemically homogeneous, and

comprised of multiple materials. A representative

spray system is shown schematically in Fig. 6.

In spray pyrolysis, the starting liquid solution is

dispersed as droplets into a gas carrier and then sprayed

into a drying chamber (furnace) that is heated above

the solvent vaporization temperature. The remaining

solutes undergo precipitation, thermal decomposition,

and intraparticle reactions to form NPs. The solid

particles are then collected by an electric field

precipitator or a bag filter.

This technique is flexible as it allows the use of

a wide range of precursors, solvents, and process

conditions and thus provides control over particle

size and composition [9].

Bottom-Up: Inert Gas Condensation

Inert Gas Condensation (IGC) process entails the

evaporation of a source substance in an inert gas

atmosphere to generate the nanopowder which is

convectively transported and collected on a cold

substrate. The NPs develop in a zone just above the

evaporative source, due to interactions between the hot

vapor species and the much colder inert gas atoms in

the chamber. A feature of the process is the ability to

generate non-agglomerated nanopowders, which are

sinterable at relatively low temperatures. IGC process

is generally classified as a Physical Vapor Deposition

(PVD) method, but if a catalytic process is involved in

addition, reference is made to it as Chemical Vapor

Deposition (CVD) method. CVD is one of the most

important synthesis processes for fabricating metal,

semiconductor, and magnetic NPs. In the CVD pro-

cess, the reaction or the thermal decomposition of gas

phase takes place in a reaction chamber maintained

under vacuum at high temperature (>1,173 K).

In common CVD reactors, source molecules react

and produce both molecular and cluster
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intermediates in the gas phase. The intermediates

become supersaturated and cause the nucleation in

the gas phase due to the low vapor pressure. Nucle-

ated NPs collide vigorously with each other and form

agglomerated particles [10].

Growth and agglomeration of the particles are mit-

igated via rapid expansion of the two-phase gas stream

at the outlet of the reaction chamber. Subsequent heat

treatment of the synthesized nanopowders in various

high-purity gas streams allows compositional and

structural modifications, including particle purification

and crystallization, as well as transformation to

a desirable size, composition, and morphology. CVD

is widely used to produce carbon nanotubes [11].

Bottom-Up: Liquid Phase Methods

Liquid phase methods include the set of processes that

involve a wet chemistry route such as Hydrothermal

(solvothermal) synthesis, sol-gel synthesis, and

microemulsion synthesis. The particle formation

mechanism is the same as in the vapor phase process.

While in gas condensation it is not easy to control grain

size and crystal shape, and furthermore its product

yield is low, the wet chemistry route provides

reasonable control over growth by utilizing organic

ligands that act as growth confining agents.
Bottom-Up: Hydrothermal Synthesis

Hydrothermal synthesis of NPs provides precise

control over particle size, shape distribution, and

crystalline fraction.

This method takes advantage of the solubility

of almost all inorganic substances in water at

elevated temperatures and pressures and sub-

sequent crystallization of the dissolved material from

the fluid.

Water at high temperatures plays an essential role in

the precursor material transformation because the

vapor pressure is much higher and the structure of

water at elevated temperatures is different from

that at room temperature. The properties of

reactants, including their solubility and reactivity,

also change at high temperatures. The solvent is

not limited to water but includes also other polar or

nonpolar solvents, such as benzene, and the process is

more appropriately called solvothermal synthesis in

different solvents [12].

Bottom-Up: Sol-gel Synthesis

The sol-gel process is a recent technique widely used

in the field of material science and ceramic engineering

for the generation of colloidal NPs from liquid phase.

Sol-gel method is well adapted for oxide NPs and
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composite nanopowder synthesis starting from

a chemical solution (sol) which is followed by

the formation of a gel. It is based on inorganic

polymerization reaction including hydrolysis,

polycondensation, drying and thermal decomposition.

Typical starting materials are inorganic precursors:

metal or nonmetal alkoxides (MOR) dispersed in an

appropriate solvent. Precursors hydrolyze with water

or alcohols, according to the reaction scheme:
�MORþ H O! �MOHþ ROH Hydrolysisð Þ
Collision and

coalescence of
droplets

Precipitate
(metal or metal oxide)

Chemical reaction

Nanoparticles, Fig. 7 Proposed mechanism for the formation

of metal particles within micelle “nanochamber”
2

�MOHþMOR! �MOMþ ROH

or

�MOHþMOH! �MOMþ H2O Condensationð Þ

The rates of hydrolysis and condensation are

important parameters that affect the properties of

final products. Slower and more controlled hydrolysis

typically leads to smaller particle size and more unique

properties. After solution condensation to gel, the

solvent should be removed. This requires a

drying process, which is typically accompanied by

a significant amount of shrinkage and densification.

Generally, higher calcination temperatures are needed

to decompose the organic precursors [11].

Bottom-Up: Microemulsion Method

A microemulsion is a thermodynamically stable dis-

persion of at least three components: two immiscible

fluids and a surfactant with amphiphilic properties

(stabilizer).

A surfactant is a molecule that possesses both polar

and nonpolar moieties. In very diluted water (or oil)

solutions, it dissolves and exists as monomer, but when

its concentration exceeds a certain minimum critical

micelle concentration (CMC), the stabilizer molecules

associate spontaneously to form aggregates-micelles

[13]. The formation of microdroplets can be in the

form of oil-swollen micelles dispersed in the aqueous

phase as the oil/water (O/W) microemulsion or water-

swollen micelles dispersed in oil as the water/oil

(W/O) microemulsion (reverse microemulsion) [12].

The formation of O/W or W/O micelles is driven by

strong hydrophobic interactions of the hydrophobic

tail of the surfactant molecule (O/W micelle) or

by hydrophilic interactions of the polar head of the

surfactant molecule (W/O micelle).
Micelles in these systems can be described as

“nanoreactors” providing a suitable environment for

controlled nucleation and growth. Figure 7 illustrates

the mixing of two microemulsions containing the

appropriate reactants (metal salt and reducing agent)

during the collision of the water droplets. This

intermicellar interchange process is very fast (from

10 ms to 1 ms) and it is the rate-limiting step for particle

growth, but it is slow when compared to diffusion of

reagents inside the nanoconfinement (“nanoreactor”).

The attractive interaction between the droplets, which

is responsible for the percolation process, is of great

importance for the kinetics [13].

Characterization of Nanoparticles

NPs are generally characterized in particle size

distribution, morphology, charge determination, and

surface hydrophobicity. More specific characteriza-

tions depend on the properties of NPs synthesized

such as magnetic characterizations for NPs featuring

magnetic properties (e.g., Fe, Fe3O4) and electric

characterizations for conductive or dielectric NPs

(e.g., Ag, Cu, Au, SiO2, BaTiO3, etc.). Different

parameters versus principal characterization methods

used for NPs are given in Table 1.



Nanoparticles, Table 1 Parameters versus principal character-

ization methods for Nps

Parameters Characterization methods

Particle size, size

distribution, morphology

Scanning Electron Microscopy

(SEM), Transmission Electron

Microscopy (TEM), Atomic Force

Microscopy (AFM), X-ray

Diffraction (XRD), Laser

diffractometry

Charge determination Zeta potentiometer

Surface hydrophobicity Water contact angle measurements,

hydrophobic interaction

chromatography

Magnetic features Vibrating Sample Magnetometry

(VSM), Alternating gradient force

magnetometry (AGFM), Magnetic

Force Microscopy (MFM)

Electronic properties Percolation threshold measure (both

current-voltage DC and AC),

dielectric characterization
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Magnetic Nanoparticles

Magnetic NPs containing pure 3D transition metals –

or some mixture of their oxides – are one of the most

studied nanomaterials in view of the prospective, ubiq-

uitous applications in quite different areas, the most

notable being biomedicine, sensor technology, and

magnetic recording [14]. According to their usage,

magnetic NPs are often either embedded in

a (typically diamagnetic) solid [15], or dispersed in a

fluid; in some cases they are surrounded by an outer

shell of a diamagnetic material.

This entry deals with particles having sizes not

exceeding a few tens of nanometers. The lower limit

is taken to be a few (>2) nanometers. As a result, the

number of magnetic atoms per NP typically ranges

between hundreds and a few millions. Smaller

aggregates should be more properly termed magnetic

clusters; their magnetic properties are closer to those of

magnetic surfaces and are described in a quite different

way. On an even smaller scale, magnetic molecules

(mainly organic molecules containing a small number,

about 10, of transition metal ions) are the subject of

much study even if their applicability is still

controversial.

Nowadays, magnetic NPs are routinely prepared

by a variety of techniques which can be termed as

physical (e.g., laser-assisted deposition, sputtering,

etc.) or chemical (e.g., wet chemical routes) [14, 16].
The main feature of bona fide NPs made of

a particular element or compound is that their magnetic

properties are quite different from those of the

corresponding bulk material. In a simplified picture,

an ideal magnetic NP can be figured out as provided of

a highly symmetrical body (e.g., spherical, ellipsoid,

acicular, etc.) and characterized by a homogeneous

magnetization provided by the ferro- (or ferri-)

magnetic alignment of elementary magnetic moments,

giving rise to a mesoscopic permanent magnetic

moment associated to the particle. Of course this

picture can be improved to account for the role played

by the NP surface, whose chemical and magnetic

properties can be quite different from those at

the particle core. Strictly speaking, the locution

“core-shell nanoparticle” [17] means a particle whose

chemical or stoichiometric properties are substantially

different when moving from the center to the surface

(e.g., a metallic core surrounded by an oxide shell).

In a sense, however, all magnetic NPs fall in this

category at least when their magnetic properties are

considered, even when surface and core do not

substantially differ in their chemistry.

The simplified approach is instrumental in under-

standing the reason why magnetic properties of NPs

change with respect to bulk counterparts. Any

macroscopic magnetic material is usually divided

into magnetic domains in order to minimize the

magnetostatic energy; the number of domains, as

well as their shape, is dictated by the interplay and

balance between magnetic energies, such as exchange,

anisotropy, and domain-wall energy. When the size of

a piece of magnetic material is ideally shrunk down to

the sub-micrometer range without changing its aspect

ratio, all the associated magnetic energies decrease

accordingly; however, they decrease following differ-

ent laws. Both magnetostatic energy and anisotropy

energy are volume energies; however, domain wall

energy being a surface energy, it has a slower reduction

rate with reducing particle size. This makes the nucle-

ation of magnetic domains unfavorable when the size

of a particle becomes smaller. Below a critical size

which strongly depends on the material’s magnetic

properties and morphology, the total energy at rema-

nence is no longer decreased by magnetic domains,

and the NP remains in the single-domain state. The

magnetic moment points along one of the magnetically

“easy” directions corresponding to the minima of the

anisotropy energy. In order to have it switched away
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from the easy direction, one must apply a magnetic

field; on removing it, the magnetic moment will be

again aligned along any one of the easy directions.

This is the so-called single-domain (magnetically)

blocked state [18]. However, on further decreasing

the particle size, the anisotropy energy keeps decreas-

ing as the particle volume, and eventually becomes so

small that it falls below kBT, where kB is the

Boltzmann’s constant and T the absolute temperature,

that is, the typical thermal energy steadily exchanged

at equilibrium by the NP with the thermal bath. As

a consequence, the magnetization is no longer

“blocked” along an easy direction, being continuously

affected by thermal (random) torques of thermal

origin, and the magnetic moment vector behaves in

a sense as a free rotator which can be aligned by an

external magnetic field, very much as paramagnetic

substances do. However, the NP’s magnetic moment

is usually much larger than that of a single atom or ion,

so that it can be termed as a “supermoment,” and

the particular magnetic behavior of such a NP is

known as “superparamagnetism” [19]. The size

below which a NP ceases to be in the magnetically

blocked state at a given temperature to enter the

superparamagnetic (SP) region, and the temperature

above which a NP of given size begins to follow the

SP behavior are termed critical size (temperature) for

the onset of superparamagnetism, respectively.

Both depend on NP size, shape, and the leading

anisotropy term.

The transition from blocked to SP state is not

a thermodynamic phase transition, because the SP

behavior emerges only when the magnetic moment’s

direction randomly fluctuates at a rate high enough that

during the time needed to perform a single measure-

ment it virtually takes all directions in space, so that

its time average is zero at zero applied field.

The observation time plays a crucial role in determin-

ing whether a NP at a given temperature is in the SP

state or not. From this viewpoint, the blocked-SP

transition resembles, in a sense, that between an

undercooled liquid and a glass.

SP particles exhibit a reversible magnetization

versus field behavior, as paramagnetic substances do.

Therefore, no hysteresis loop appears when an

alternating magnetic field is applied to a system of

genuine SP particles. The material’s coercivity and

remanence disappear. On the other hand, blocked

single-domain NPs usually exhibit coercivity and
remanence values which can be much higher than the

ones measured in a macroscopic specimen of the same

material. This means that a system containing blocked

NPs made of a magnetically soft material acts as

a magnetically hard material [18]. Therefore, two

quite opposite magnetic behaviors are expected at the

same temperature, strictly depending on NP size (and

shape) alone.

Magnetic NPs in the SP phase are attractive for

biomedical applications, because they can be easily

driven by a magnetic field (an oscillating field

makes them their “free” moments to oscillate; an

inhomogeneous field exerts a force on them, displacing

them toward a target point). Oscillating magnetic

moments dissipate energy as heat, and may effectively

contribute in the local heating of organic tissue,

for example, malignant tissue. Magnetic NPs may

be properly functionalized with diamagnetic,

organic shells in order to act as the portable

inner core of a larger, multi-layered particle aimed

to a specific intra-body target where it can release

specific drugs carried by the organic shell (drug

delivery). Other applications of functionalized

particles include cell separation and DNA

reconnaissance.

Blocked NPs are interesting because they can be

exploited as low-cost substitutes of more expensive

high-coercivity materials in permanent magnet

industry and in magnetic data storage [16]. Hard-disk

magnetic memories are often based upon

nanoparticulate media where the information can be

safely stored owing to the high coercivity of the

medium. In this case, superparamagnetism is

detrimental because it causes a loss of information.

The SP limit introduces a lower boundary to the size

of the NPs which amagnetic memory can be composed

of, and poses a major, still partially unsolved techno-

logical problem in the development of higher-density

magnetic memories.

A major drawback of almost all techniques

proposed so far to produce magnetic NPs (at least, all

of the low-cost ones) is the lack of full control on their

size, which results in a (more or less) broad size

distribution. Considering how size matters in

determining the magnetic properties of these magnetic

nanomaterials, it is apparent why many efforts of both

fundamental and applied research are now aimed to

develop preparation techniques resulting in monodis-

perse nanoparticle systems.
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Application of Nanoparticles

Here it is proposed a selection of the application fields

of NPs, in addition to those of magnetic NPs which

were summarized in the previous paragraph. As refer-

ences, the same literature previously cited was kept.

Drinking water purification is a new and promising

application, performed making use of Fe, Ni, Au, Ag,

or Cu NPs, for example for pesticide removal and

organic contaminant detection. The NPs feature an

enhanced reactivity and selectivity toward some dan-

gerous elements (such as heavy metals) and organic

substances (pesticides); when combined with a MEMS

structure, this property is used to detect the chemicals

by monitoring certain physical properties of the system

(resonance frequency, impedance, etc.).

The enhanced chemical activity of metal NPs is also

well known in catalysis, where transition metal NPs

are used in the synthesis of organic compounds.

Catalytic NPs may be surrounded by a dendritic

polymeric structure (dendrimer) in order to allow

catalyst recovery at the end of the chemical reaction.

A peculiar form of catalysis, called water splitting, is

performed using semiconductor NPs (Cu2O, Fe3O4),

where sunlight is directly converted in a current (either

electrons or holes, depending on the semiconductor

properties) and used to split the water molecule into

oxygen and hydrogen, to produce an environmentally

friendly fuel.

Cellular imaging, intended as optical microscopy

performed on cells using fluorescence, Raman spec-

troscopy and SERS, is normally enhanced by uptake of

NPs into the cell body. For this purpose are often used

Au and, TiO2 NPs, and so-called quantum-dots, where

this definition includes semiconductor NPs, as CdSe

and ZnS.

Photoluminescence of semiconductor NPs (quan-

tum dots) is well known and studied in CdTe, Au/CdTe

NPs assemblies, PbS, CdS, etc.

Biomedical applications of noble metal NPs include

targeted drug delivery and targeted heat release;

similar applications are more commonly approached

by using ferromagnetic NPs (e.g., hyperthermia

treatment on malignant cells). Also polymeric NPs,

which are not a matter of discussion here, are currently

used as vectors for drug delivery.

Inhibition of microorganisms and antimicrobial

effects are obtained using Ag and/or TiO2 NPs.

For solar cells optimization noble metal (Au, Ag)

NPs have been proposed as electromagnetic field
enhancement media due to their SPR, even though

TiO2 and SiO2 NPs possess more interesting

antireflection properties.

Flexible electronics:Metallic NP tracks (Au, Ag, Cu,

Sn), deposited by means of inkjet printing technology,

are sintered toward electrical percolation at very low

temperatures, allowing the realization of conductive

paths on flexible polymeric substrates [20]. Currently,

research is going on, considering possible solutions to

assemble NPs and realize functional devices.

Besides the direct application of NPs, they are

currently added to either metallic or ceramic or

polymeric matrices to realize nanocomposite materials

featuring enhanced mechanical, electronic, thermal,

magnetic, and optical properties, which are not

a matter of discussion in this entry.
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Abbreviations
1D

2D
One-dimensional

Two-dimensional
3D
 Three-dimensional
AFM
 Atomic force microscopy
ECM
 Extracellular matrix
ES
 Embryonic stem cell
MSC
 Mesenchymal stem cell
RGD
 Argine-glycine-aspartic acid
SAM
 Self-assembled monolayer
Synonyms

Nanopatterned substrata
Definition

Surfaces (substrata) that are fabricated to have chem-

ically or topographically nanometer-sized features,

which are used to investigate cell morphology, pheno-

type, and/or behavior.
Overview

Cells Sense and Respond to Their Environment

Cellular environments consist of complex mechanical,

chemical, electrical, and topological gradients ranging
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MESOSCALE

MICROSCALE

NANOSCALE

Nanopatterned Surfaces for Exploring and Regulating Cell
Behavior, Fig. 1 Cell interaction and behavior are governed

over multiple length scales. Cell-cell and cell-matrix interactions

collectively form tissue architecture and function at the meso-

scale. Microscale interactions guide cell shape and connectivity,

whereas nanoscale interactions influence cell processes such as

adhesion, motility, and gene expression
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in size from the nanoscale (1–100 nm) to the macro-

scale (>1 mm) (Fig. 1). Cell behavior is governed by

these multiscale environmental properties, which,

when disrupted, lead to aberrant tissue function and
disease. At the mesoscale (100–1,000 mm), aggregate

cell behavior resulting from cell-cell interactions,

coupled with properties of the extracellular matrix

(ECM), create the tissue architecture and sculpt the

mechanical and chemical microenvironment. Heteroge-

neity of the tissue architecture at the mesoscale pro-

duces unique microenvironments. Cell-cell and

integrin-dependent cell-ECM interactions at the micro-

scale (1–100 mm) regulate cell shape and adhesion, and

consequently affect cell survival, growth, differentia-

tion, and migration. At the nanoscale, molecular and

subcellular processes such as integrin activation, focal

adhesion formation, actin polymerization, and cytoskel-

etal organization enable the cell to be physically

coupled to its ECM. Additionally, membrane-bound

receptors signal through intracellular pathways to mod-

ulate gene expression and protein synthesis in response

to chemical signals such as morphogens.

Cells interact with and regulate their surroundings

in a relationship referred to as dynamic reciprocity [1].

Through dynamic and reciprocal crosstalk, cell behav-

ior is modulated by cell-cell and cell-ECM interac-

tions, and that behavior sculpts and defines the

microenvironment. One of the many ways in which

the cell senses and reacts to its environment is

through integrin-dependent signaling. Transmembrane

integrins attach and mechanically couple to several

ECM ligands, including the prototypic sequence

arginine-glycine-aspartic acid (RGD). Integrin

engagement leads to recruitment and clustering to

form focal adhesions. Intracellularly, integrins within

the focal adhesion associate with several proteins

including vinculin, talin, tensin, a-actinin, paxillin,

Src, and focal adhesion kinase. These proteins couple

the focal adhesion to the actin cytoskeleton. This

physical linkage enables the cell to adhere to, move

along, and interact mechanically with the ECM.

In addition, the focal adhesion activates several kinase

cascades that biochemically transduce information

about the microenvironment into the nucleus, which

leads to changes in gene expression. These gene

expression changes can result in the production and

secretion of soluble signaling molecules, enzymes, and

ECM components that shape and maintain the extra-

cellular environment. The formation, maturation, and

disassembly of focal adhesions are not only key for cell

spreading and migration, but also appear to be central

modulators of many cellular functions including pro-

liferation and differentiation.
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Engineering Model Substrata

The tissue microenvironment is complex and the

responses of cells to microenvironmental interactions

can occur through individual and synergistic mecha-

nisms. As a result, model substrata are often employed

to decouple and isolate the effects of various microen-

vironmental factors. These model surfaces typically fit

into one of two categories: chemically or topologically

patterned. Chemically patterned surfaces contain

regions of active and inactive (inert) biomolecules

and thus present spatial patterns of chemical ligands

to the cells of interest. ECM proteins such as fibronec-

tin, vitronectin, laminin, and collagen or their active

binding motifs are often used. In contrast, topologi-

cally patterned surfaces alter the surface topology that

is presented to the cells. In these systems, etched pits,

posts, grooves, and gratings are used to characterize

cell behavior. Regardless of the type of model substra-

tum used, advances in micro- and nanotechnology

have enabled the creation of such tailored surfaces to

investigate the interactions between cells and their

microenvironment at multiple length scales.

Because of the existence of several simple, well-

established techniques, micropatterned surfaces have

become a popular tool to interrogate cell behavior.

Micrometer-scale topology can be created using stan-

dard photolithography coupled with traditional etching

processes; however, at the micrometer scale most stud-

ies have focused on chemically patterned substrata.

For chemically patterned surfaces, photolithographic

techniques can be used to spatially deposit or remove

different materials and thus define regions for chemical

functionalization. Microcontact printing is the most

common method of microscale chemical functiona-

lization. This technique employs the use of

micropatterned elastomeric stamps that are “painted”

with the ECM ligand of interest. The coated stamps are

then pressed onto a treated surface, which deposits the

cell-adhesive ECM ligands onto the surface in the

same spatial pattern as that of the stamp.

Micrometer-sized features can be used to

control cell position and connectivity; and thus

micropatterning is often employed to investigate

both mesoscale and microscale cell behavior.

Micropatterned surfaces have been used to coculture

fibroblasts and hepatocytes to maintain normal hepa-

tocyte phenotype [2]. Additional mesoscale behavior

has been investigated with epithelial sheets grown on

micropatterned islands of varying size and shape.
Patterns of cell proliferation emerge that result from

cell-cell and cell-ECM interactions within the epithe-

lial sheet [3]. Chemical micropatterning has also been

used with single cells to identify the role of cell shape

in determining cell fate [4]. Geometric control of cell

growth and viability was demonstrated by varying the

size of chemically patterned islands of ECM.

Although micropatterning is a powerful tool to

investigate cell behavior, particularly at the mesoscale,

this approach has its limitations. Micropatterning tech-

niques do not afford the ability to control the surface

density of the patterned ligand. Additionally, the min-

imum feature sizes achieved with these techniques do

not permit the exposure of multiple different ligands to

a single cell. These drawbacks make it difficult to

probe cell-ECM interactions at the scale of integrin

engagement or focal adhesion formation. Additionally,

cells in vivo are not exposed to flat two-dimensional

(2D) surfaces but rather to a complex topological

microenvironment. The ECM consists primarily

of interwoven protein fibers ranging from 10 to

300 nm in diameter. Basement membranes consist of

complex mixtures of nanoscale pits, pores, and fibers

ranging in size from 5 to 200 nm with peaks and

valleys of approximately 100 nm in height [5]. The

investigation of cell behavior in response to these

native nanotopologies cannot be explored using

micropatterned surfaces.

The advent of new tools and fabrication techniques

has enabled the creation of spatial patterns in chemis-

try and topology that can vary greatly over the length

scale of a cell. Nanoscale differences in surface rough-

ness, fiber diameter, and ligand spacing can be pro-

duced using micropatterned substrata to more closely

recapitulate the native tissue microenvironment. Thus,

the goal of nanoscale patterning is to investigate

molecular mechanisms and subcellular processes

that determine fundamental cell behaviors including

adhesion, proliferation, gene expression, and

differentiation.

Fabricating Nanopatterned Substrata

Unlike micropatterned surfaces, fabrication of

nanopatterned surfaces large enough for multicellular

studies is technically challenging as well as time and

labor intensive. As a result, studies to date have

focused primarily on the behavior of single cells. The

types of fabrication methodologies discussed herein

are by no means comprehensive, but rather
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Fig. 2 Cartoon

representations of various

fabrication modalities used to

create nanopatterned surfaces
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a sampling of commonly used techniques to create

chemically and topologically defined nanopatterned

surfaces. Fabrication technologies adapted from the

semiconductor industry as well as novel

nanobiotechnology methods are rapidly changing,

enabling faster and simpler creation of nanopatterned

features. For a more comprehensive review of fabrica-

tion techniques, the reader is directed to specialized

reviews [6].

Topologically nanopatterned substrata are created

using several techniques. These surfaces can be cate-

gorized as unordered or ordered topologies. Unordered

topologies typically arise spontaneously as a result of

processing methods including chemical etching and

polymer demixing. Surfaces with unordered topolo-

gies have randomly patterned features and lack orien-

tation and geometrical control, but the fabrication

processes are relatively simple, fast, and inexpensive.

Ordered topologies, on the other hand, are created with

precise control of feature pattern, orientation, and

geometry. Electron-beam (e-beam) lithography

(Fig. 2) is the most commonly used approach to create

nanoscale ordered topologies. E-beam lithography

uses an electron beam to develop a layer of resist
coated on the substratum. Following e-beam lithogra-

phy, further processing of the substratum using stan-

dard etching techniques results in nanoscale topologies

including nanoscale grooves, gratings, or pits.

Dip-pen nanolithography (Fig. 2) is a method to

create chemically nanopatterned surfaces using an

atomic force microscopy (AFM) tip [7]. The AFM tip

is “dipped” into a reservoir, coating the tip with the

ligand of interest, and is then used to repeatedly deposit

small amounts of the ligand onto the substratum to

form chemically patterned regions with an approxi-

mate spatial resolution of 5 nm. This technology

enables the placement of different adhesive ligands in

close proximity in defined shapes with nanoscale pre-

cision and dimensions. Additionally, this technology

can be multiplexed to create a higher throughput chem-

ical patterning system by combining multiple AFM

tips in parallel.

In addition to the “top-down” fabrication strategies

used to deposit or remove material from a surface as

described above, newer “bottom-up” technologies of

molecular self- or templated-assembly (Fig. 2) have

been used to create larger chemically nanopatterned

surfaces. Molecular self-assembly is a broad category
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of techniques wherein (supra)molecular building

blocks or colloids are spontaneously self-organized as

a result of their interactions to form nanoscale topol-

ogy and/or spatial patterns of cell-adhesive ligands [8].

Similarly, templated-assembly creates the same types

of surfaces with the use of a reusable template to define

an organization for the molecular building blocks.

These newer fabrication techniques (e.g., self-

assembled monolayers (SAMs) and phase-separated

block copolymers) have enabled the reliable creation

of large patterned areas.

Whereas all of the fabrication techniques described

above can be combined to create surfaces with hetero-

geneously patterned features that vary across length

scales, other techniques such as electrospinning [9] do

exist to create patterned surfaces that simultaneously

expose cells to topologies with widely different dimen-

sions. In electrospinning, an electric field is used to

produce polymer fibers from a liquid solution. As the

fiber orientation and diameter are easily controlled

with simple experimental parameters, fibrous mats

containing both nanoscale and microscale fibers can

be created with aligned or randomly oriented topolo-

gies. Additionally, multiple fibers and complex fiber

geometries can be spun simultaneously from different

materials or conjugated with different cell-adhesive

ligands. This produces substrata that more closely

mimic the topology of tissues in vivo: complex fibrous

meshes with nano- to micro-sized fibers and randomly

sized micropores/pits. Thus, electrospun substrata are

widely used to determine how cell behavior is regu-

lated by fiber alignment and multiscale distributions of

fiber size and surface ligands.
Key Research Findings

Chemically nanopatterned substrata have been primar-

ily used to investigate integrin engagement and focal

adhesion formation in an effort to dissect out cell

adhesion properties. The majority of these studies

have been carried out on self-assembled surfaces

containing RGD-functionalized gold nanoparticles

[10] (Fig. 3). Integrin receptors are approximately

10 nm wide and these “nanodots” can be fabricated

such that they bind to single integrins. As a result,

spacing of bound integrins can be altered by changing

the spacing of the nanodots on the substrata. These

nanopatterned surfaces have revealed that cell
behavior is regulated by the spacing of adhesive

ligands. Results from early studies showed that cell

motility was affected on surfaces with RGD ligand

spacings in the range of 6–300 nm and that spacings

from 14 to 25 nm influenced cell-adhesion strength.

Subsequent studies explored nanodot spacings

between 28 and 85 nm [11] and found that RGD ligand

spacings from 58 to 73 nm are optimal for integrin

clustering and activation, whereas ligand separation

greater than 73 nm causes significantly less cell adhe-

sion, spreading, and integrin-mediated focal contact

formation in osteoblasts. Additional studies have mea-

sured cell detachment forces from these substrata and

demonstrated that spacings greater than 90 nm

inhibited focal adhesion formation and decreased

detachment forces compared to spacings less than

50 nm [12]. Overall, the data obtained using these

chemically nanopatterned surfaces indicate that RGD

ligand spacings should be less than approximately

70 nm to stimulate collective cell functions. Addition-

ally, these stimulatory effects tend to increase as the

ligand spacing decreases down to approximately

10 nm.

Studies using topologically nanopatterned substrata

can be grouped into two categories, ordered or

unordered, based on the layout of the surface features.

Ordered surfaces consist of repeated features that are

arranged with consistent height, spacing, and orienta-

tion. Such surfaces include those with uniform posts or

pits and gratings formed by regularly spaced groves.

Conversely, surfaces with randomly oriented, varying

sized features, such as electrospun meshes, are classi-

fied as unordered. The mechanisms by which

nanotopographic cues regulate cell behavior are not

well understood. The emerging picture is that changes

in cytoskeletal organization and structure may drive

some of these cell behaviors, potentially in response to

the underlying geometry or feature size of the surface.

Regardless, it is clear that there is a range of different

responses, or differing levels of response that vary by

cell type.

Morphology and proliferation are altered when

cells are cultured on surfaces with ordered

nanotopography [14] (Fig. 4). Human mesenchymal

stem cells (MSCs) grown on 350 nm-wide grooves

have an aligned cytoskeleton along the direction of

the features. Likewise, stem-cell-derived osteoblasts

not only aligned and spread in response to nanogrooves

of polystyrene, but also showed alignment in actin and
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(a, b) Ligand-coated gold

nanodots can be spaced at

varying distances to form

chemically nanopatterned

substrata (Reproduced with

permission from Selhuber-

Unkel et al. [12]). (c, d) The

basement membrane of the

cornea has topographical

variations with both

micrometer- and nanometer-

sized features (Reproduced

with permission from Abrams

et al. [5]). Electrospun meshes

can be formed to create both

unordered and ordered

topographies (e) and fiber

diameters can vary within

individual samples (f)

(Reproduced with permission

from Carnell et al. [13])
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mineralized matrix. Additional studies with

human embryonic stem cells (ES) cultured on 600 nm

polydimethylsiloxane (PDMS) ridges have

demonstrated an altered organization of cytoskeletal

components including F-actin, vimentin, g-tubulin,
and a-tubulin. The alterations to morphology and

proliferation were eliminated when the ES cells were

exposed to actin-disrupting drugs [15]. Generally, cells

seem to be more sensitive to the depth of the groove as

opposed to the groove pitch or spacing. Additionally,

cell orientation increases with increasing groove depth

on grated surfaces but decreases as the groove width or

pitch increases.

Whereas the phenomenon of cell and cytoskeletal

alignment is fairly conserved over a wide range of

nanogratings of varying dimensions, cell behavior is

more varied in response to ordered surfaces with pits

and posts. The adhesion of osteoblasts was signifi-

cantly increased when cultured on 11 nm-high posts
compared to either 85 nm-high posts or flat polystyrene

[16]. Similarly, fibroblasts also demonstrated

increased adhesion and spreading on 13 nm posts com-

pared with 95 nm-high posts. However, endothelial

cells displayed less spreading and lower cytokine pro-

duction when cultured on 100 nm-high posts as com-

pared to flat control surfaces. In general, cells cultured

on surfaces that are uniformly or randomly textured

with nanometer-sized pits and pillars do not display

aligned or preferential orientations.

Although comparing different unordered topologies

is difficult due to differences in feature size, shape,

uniformity, and chemistry, a trend does seem to

emerge. In electrospun fiber meshes ranging from

283 to 1,425 nm in diameter, rat hippocampus-derived

adult neural stem cells differentiate and proliferate in

response to fiber diameter [17]. For fiber meshes

smaller than 283 nm, cells did not demonstrate prefer-

ential patterns of spreading; however, as the fiber
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responses to nanotopography.

Uniform cell spreading is

observed on flat substrata (a),

whereas cells spread and align

along the direction of

nanograted substrata (b)

(Reproduced with permission

from Yim et al. [14]). Cells

spread, attaching to and

around fibers on an unordered

electrospun mesh (c–e). The

cell is highlighted in yellow
and scale bars are 10 mm (c)

and 5 mm (d, e) (Reproduced

with permission from

Christopherson et al. [17])
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diameter increased, cells extended along the length of

the fiber. In contrast, proliferation increased as fiber

diameter decreased. In another study investigating cell

adhesion, fibroblasts demonstrated a higher level of

adhesion to surfaces with unordered topology as com-

pared to either flat surfaces or those with ordered

topology [18]. In summary, the general trend is that

cell behaviors such as proliferation, adhesion, and

spreading are positively stimulated as the feature size

decreases from �100 to 10 nm.

While almost all of the studies to date have focused

exclusively on either chemically or topologically pat-

terned substrata, these parameters are difficult to

decouple. Chemically nanopatterned surfaces inevita-

bly have 5–10 nm variations in height across the sub-

stratum due to the islands of conjugated ligands. In

topographically nanopatterned systems, differences in

protein transport and adsorption due to structural fea-

tures may result in differences in the presentation of

adhesive areas and thereby alter cell behavior. Few

studies have investigated the competitive or synergis-

tic effects of both chemical and topographic cues [16].
When continuous chemically patterned strips of cell-

adhesive ligand were orthogonally overlaid onto

nanogrooves, fibroblasts preferentially oriented along

the chemical patterns. However, when fibronectin was

orthogonally overlaid discontinuously along the top of

a nanogroove pattern, osteoblasts preferentially

aligned along the topographic pattern. From these lim-

ited data it is clear that a variety of systems involving

both chemical and topological patterning over varying

nanometer-sized scales need to be employed to fully

understand interaction effects.
Applications

The basic science studies highlighted herein that

seek to understand how nanoscale environmental

cues influence cell behavior are fundamental to

a range of applications. In particular, these data can

be used to engineer biomaterial surface characteristics

for improved performance. Materials that interact with

the circulatory system, such as those used for stents or
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cardiac catheters, could be designed with

a nanopatterned surface to prevent cell adhesion and

clotting. Conversely, orthopedic implants, which need

to integrate strongly with the surrounding tissue, could

be designed with a nanopatterned bioactive surface to

encourage cell adhesion, proliferation, and motility

into the surface. Thus, understanding the nano-

environmental cues will enable engineers to recreate

physiologically desirable microenvironments for vari-

ous biomaterial-tissue applications.

Nanopatterning also has applications for diagnos-

tics and cell biology studies such as cell-based bio-

sensors and cell sorting and culture systems.

Integration of micro- and nanotechnologies with cell

biology has yielded many new and exciting

approaches. Use of microfluidics has created cells-

on-a-chip or lab-on-a-chip designs where differential

cell adhesion based on cell type is critical. Introduction

of nanopatterned surfaces can enable a passive physi-

cal modification to these systems that would save fab-

rication time and complexity. Nanopatterned surfaces

can be used as passive cell sorting systems that lever-

age the fact that different cell types respond differently

to the same nanotopology. Thus a heterogeneous mix-

ture of cells could be exposed to a nanopatterned sur-

face and only the desired cell population would adhere.

Additionally, as understanding of stem cell behavior

on nanopatterned substrata grows, one could envision

designing substrata that control stem cell adhesion,

proliferation, and differentiation – cell behaviors that

are difficult to control and that are currently modulated

using complex media formulations and cell handling

procedures.

Finally, studies with nanopatterned substrata can be

integrated into the fields of tissue engineering and

regenerative medicine. It is clear that the native

in vivo environments and the chemical and physical

cues to which cells are exposed are vastly different

from those presented by traditional in vitro surfaces

such as tissue culture plastic. Examination of signaling

cascades within cells on nanopatterned surfaces can

reveal how cells detect and respond to chemical and

topographic signals in terms of short- and long-term

cell functions, such as changes in gene expression and

protein synthesis. These details of scaffold architecture

and ligand presentation can improve tissue engineering

technologies, and provide insight on disease processes

where microenvironmental regulation is disrupted,

such as in cancer. While some examples of
nanopatterned tissue scaffolds exist, particularly with

nanoporous materials for bone tissue engineering, the

link between cell behavior in 2D and 3D is not straight-

forward. Cells in 3D environments adhere differently

than those in 2D environments and contain different

cell-ECM adhesions [19]. A recent study has even

demonstrated that cells cultured on 1D patterns

(lines) of adhesive ligands behave more similarly to

cells in 3D matrices than to those on 2D chemically

patterned islands [20]. Thus, while the link between

cell behaviors in 2D and 3D is not certain, it is clear

that further understanding gained using well-

controlled nanopatterned surfaces can contribute to

improved 3D tissue models and translational tissue

engineering technologies.
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Synonyms

Nano-optical biosensors; Nano-optics biosensing
Definition

Nanophotonic structures for biosensing: one-

dimensional, two-dimensional, or three-dimensional

structures made of suitable materials, having dimen-

sions ranging from few nanometers to few hundreds of

nanometers, said structures showing a well-defined

interaction with light providing an optical transduction

mechanism for detecting/revealing specific biomole-

cules in close proximity to the structure itself.
Overview

Optical biosensors [1] constitute powerful detection

and analysis tools with wide applications in the bio-

medical domain. They can provide parallel detection

within a single device. Generally speaking, there are

two detection methods that are implemented in optical

biosensing: fluorescence-based detection and label-

free detection. Thanks to the recent advances of

technological capabilities for the fabrication of nano-

meter-sized structures, most of the conventional tech-

niques can be improved, and new original techniques

are become feasible.

In fluorescence-based detection, target molecules

are labeled with fluorescent tags, typically organic

dyes and/or chemically functionalized/decorated

quantum dots; the overall intensity of fluorescence

indicates the presence of the target molecules. Some

quantification can also be inferred, but in general quan-

titative analysis is challenging due to the fluorescence

http://dx.doi.org/10.1007/978-90-481-9751-4_127
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signal bias, as the number of fluorophores on each

molecule cannot be precisely controlled. While fluo-

rescence-based detection is extremely sensitive, with

the detection limit down to a single molecule, it suffers

from laborious labeling processes that may also inter-

fere with the biological/chemical function of the bio-

molecule and/or its interaction with the environment.

In label-free techniques, target molecules are not

labeled or altered, and are detected in their natural

forms. This type of detection is relatively easy and

cheap to perform, and allows for kinetic measurement

of molecular interaction.

Despite all these differences between fluorescence-

based and label-free detection, both protocols can ben-

efit of the use of proper nanostructures and provide

complementary information regarding interactions

among biomolecules. In this framework, the use of

dielectric, metallic, and metallo-dielectric structures

obtained by means of a number of methods, for exam-

ple, optical, electronic or ionic lithographic processes,

physical/chemical deposition/sputtering, chemical

synthesis, or self-assembling can improve both fluo-

rescence-based and label-free biosensing. In the fol-

lowing, a broad variety of structures are described with

particular focus to their respective main applications,

but additional original combinations are still under

investigation.

Label-free detection

Label-free techniques include refractive index (RI)

detection, optical absorption detection, and Raman

spectroscopic detection. In a typical label-free

biosensing application a mean should be provided in

order to uniquely identify the desired target biomole-

cules. There are basically two strategies that are

implemented: a chemical functionalization of the opti-

cally sensitive area of the photonic nanostructure and

a spectroscopic measurement. In the first case, the

specificity of the photonic biosensor is demanded to

the chemical functionalization, therefore allowing the

specific detection of desired target molecules on the

unique molecular recognition mechanism embodied

by the chemical functionalization. In the second case,

the recognition of the target molecules is performed by

detecting the corresponding spectroscopic fingerprint

(either the IR absorption or the Raman emission spec-

tra). Unfortunately, the low Raman activity of the

majority of biomolecules makes them little suitable

for Raman analysis. Furthermore, a detectable Raman
spectrum cannot be attained by simply increasing the

power of the laser excitation radiation, because irre-

versible damages to the biological matter can be

induced. Photonic metallic nanostructures producing

strong field enhancements by means of Localized Sur-

face Plasmons (LSP) can overcome this limitation,

thus allowing a Surface-Enhanced Raman Scattering

(SERS) or a Tip Enhanced Raman Scattering spectro-

scopic detection. Nanostructures sustaining LSP can

also provide for Surface-Enhanced Infrared

Absorption (SEIRA) spectroscopic detection.

Surface-enhanced Raman spectroscopy (SERS)

was originally discovered in the 1970s where it was

found that submonolayers of small organic molecules,

when adsorbed onto the surface of silver nanoparticles

(and a few other metals such as copper and gold) would

exhibit greatly enhanced Raman intensities (enhance-

ments of 106) [2]. These results have always held the

promise for using this technique to observe very low

concentrations of molecules on nanoparticles and

nanostructured surfaces, but only recently has this

promise started to be fulfilled in a predictable way.

Thanks to exciting advances in techniques for mak-

ing nanoparticles (such as nanosphere e-beam lithog-

raphy and Focused Ion Beam), to characterize the

surfaces using electron and scanning probe micros-

copies, to functionalizing the surfaces of the particles

using self-assembled monolayers with attached chem-

ical receptors, and to the laser and optics technology

associated with measuring the Raman spectra,

a number of important applications have been reported

recently. SERS has almost exclusively been associated

with three metals, silver (by far the most important),

gold, and copper. The generalization to other metals

and other materials has been explored since the dis-

covery of SERS, but only in the last few years have the

tools been available to generate well-characterized

experiments where the reported enhancements are

reliable.

Light incident on the nanoparticles induces the con-

duction electrons in them to oscillate collectively with

a resonant frequency that depends on the

nanoparticles’ size, shape, and composition. As

a result of these LSPR modes, the nanoparticles absorb

and scatter light so intensely that single nanoparticles

are easily observed by eye using dark-field (optical

scattering) microscopy. The shape of the nanoparticle

extinction and scattering spectra, and in particular the

peak wavelength lmax, depends on nanoparticle
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composition, size, shape, orientation, and local dielec-

tric environment [3]. The LSPR can be tuned during

fabrication by controlling these parameters with

a variety of chemical syntheses and lithographic tech-

niques. Although silver and gold are the most com-

monly used materials, LSPR is theoretically possible

in any metal, alloy, or semiconductor with a large

negative real dielectric constant and small imaginary

dielectric constant.

When molecules adsorb onto a plasmonic nanopar-

ticle or move to within a few nanometres of its surface,

the local electromagnetic fields around the nanoparticle

can enhance the Raman scattering by a factor of 106–108

for an ensemble of molecules and by as much as

1014–1015 for single molecules. Two principal enhance-

ment mechanisms are generally thought to explain the

large SERS signals. First, an electromagnetic enhance-

ment factor arises because LSPR modes in the metal

nanoparticles focus the incident light energy at the

nanoparticle surface and also increase the density of

states at Stokes-shifted wavelengths. The electromag-

netic enhancement factor is typically 105–108 for

nanoprisms, but simulations indicate that it can be as

large as 1013 for structures such as arrays of nanoprism

dimers. Second, chemical enhancement factors arise

from changes in the molecular electronic state or reso-

nant enhancements from either existing molecular exci-

tations or newly formed charge transfer states.

Wet chemical synthesis methods have now made it

possible to fabricate plasmonic nanoparticles having

a variety of shapes (for example spheres, triangles,

prisms, rods, and cubes) with controllable sizes and

narrow size distributions. Furthermore, metallic–

dielectric, and metallic–metallic core–shell

nanoparticles and mixed metallic–alloy nanoparticles

with different shapes (for example, nanoshells and

nanorice) have been prepared. Fabrication of this

large variety of different structures makes a variety of

applications possible, as the spectral position of the

surface plasmon resonance depends on both the shape

and the size of the nanoparticle [4].

An alternative possibility of exploiting the localized

near-field generated in close proximity to metallic

nanostructures is to employ a metallic nanoprobe or

tip where LSP are coupled. Such a structure allows

a well localized source of highly confined electromag-

netic field to be raster scanned on the surface of a given

sample, in such a way that a high spatial resolution

Raman mapping of the surface can be performed [5].
Tip Enhanced Raman Scattering (TERS) has been

observed for a number of molecules adsorbed at vari-

ous substrates, including single-crystalline metal sur-

faces, showing thereby a more than million-fold

enhancement of the Raman scattering [6].

In order to excite LSPs at the apex of a metallic

nanoprobe, a further structuring can be performed. For

example, gratings can be lithographed on the side

surface of a gold cantilevered tip to ease the excitation

of plasmon polaritons upon external lateral illumina-

tion of the tip. Alternatively, resonant nanoantennas

can be fabricated directly on the top of the tip.

An effect quite similar to SERS occurs in the mid-

infrared region: molecules on metal surfaces show

infrared absorption 10–1,000 times more intense than

would be expected from conventional measurements

without the metal. This effect is referred to as Surface-

Enhanced Infrared Absorption (SEIRA) to emphasize

the analogy to SERS [7]. Vacuum-evaporated thin

metal films are used most frequently for SEIRA exper-

iments. Thin metal films that show strong SEIRA are

not continuous but consist of metal islands smaller than

the wavelength of the incident light. The average

dimension of the islands is few tens of nanometers.

The density, shape, and size of the islands depend on

the mass thickness, the evaporation conditions, and the

chemical nature of the substrate. As the mass thickness

increases, the islands grow in size, contact each other,

and eventually form a continuous film. Connection of

the islands significantly reduces the enhancement,

suggesting that the small metal islands play an impor-

tant role in the enhancement. The metal islands are

polarized by the incident photon field through the

excitation of collective electron resonance, or local-

ized plasmon, modes, and the dipole p induced in an

island generates a local electromagnetic field stronger

than the incident photon field around the island. Exper-

imental results suggest that the collective electron res-

onance is excited even in the mid-infrared region and

that the enhanced electromagnetic field enhances the

infrared absorption of adsorbed molecules.

As previously stated besides those label-free tech-

niques based on spectroscopic measurements, there are

quantitative methods based on the measurements of

refractive index changes close to the nanostructured

surface of the photonic biosensor. Among these, the

Surface Plasmon Resonance (SPR) technique and the

waveguide- (or optical fiber-) based technique play

a major role [8].
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SPR is based on the coupling of propagating or

stationary plasmons on silver/gold/copper thin films.

The potential of surface plasmon resonance (SPR) for

characterization of thin films and monitoring processes

at metal interfaces was recognized in the late seventies.

Generally, an SPR optical sensor comprises an optical

system, a transducing medium which interrelates the

optical and (bio)chemical domains, and an electronic

system supporting the optoelectronic components of

the sensor and allowing data processing. The transduc-

ing medium transforms changes in the quantity of

interest into changes in the refractive index which

may be determined by optically interrogating the

SPR. The sensor sensitivity, stability, and resolution

depend upon properties of both the optical system and

the transducing medium [9].

SPR can be used in a prism-coupler configuration or

with a grating-coupler configuration. If a metal–dielec-

tric interface is periodically distorted, the incident

optical wave is diffracted forming a series of beams

directed away from the surface at a variety of angles. If

the total component of momentum along the interface

of a diffracted order is equal to that of the plasmon, the

optical wave may couple to the plasmon. Grating-

based optical SPR sensors have been demonstrated

which use the measurement of the light intensity var-

iations at SPR and the wavelength interrogation.

A high-sensitivity SPR grating-based gas sensor

using silver as an SPR active metal has attained sensi-

tivity 1,000 nm RIU�1 in wavelength interrogation

mode, in angular interrogation mode, the system’s

sensitivity would be about 100� RIU�1. Gold-based
SPR grating sensors have been used for monitoring

biomolecular interactions in aqueous environments,

with estimated refractive index sensitivity of 30�

RIU�1 and 900% RIU�1 in the angular interrogation

and intensity measurement modes, respectively. The

grating coupler has been also used for the excitation of

an SPW in an optoelectronic SPR-sensing device

based on a Schottky-barier semiconductor structure.

Periodic and quasiperiodic structuring of smooth

metal films sustaining plasmons can be used to create

Bragg mirrors (Stationary plasmons) and Fabry-Perot

cavities.

Electromagnetic modes propagating at the interface

between a homogeneous medium and a truncated peri-

odic structure like a dielectric monodimensional pho-

tonic crystal (1DPC), also referred to as Bloch Surface

Waves (BSW), have been proposed as an alternative to
surface plasmon polaritons (SPP). The possibility to

excite simultaneously several different BSW modes in

the same 1DPC allows for self referencing sensing

[10]. In analogy to surface plasmons on smooth thin

films, a surface periodic patterning of 1DPC sustaining

BSWs have been performed in order to fold BSW

dispersion curves, open photonic band gaps in the

dispersions, and further enhance the sensitivity of

BSW upon surface perturbations.

Dielectric micro and nanostructures can be used for

biosensing based on either refractometric or absorption

measurements. Such sub-wavelength structures include

Bragg mirrors, gratings, microcavities, microrings and

optical fibers and waveguides based on Photonic

Crystals (PC). Provided that some of the photonic

structures mentioned above produce strong field local-

ization that can be exploited for field-enhancement

effects, a large portion of their application consists in

measuring shifts of the resonance conditions (light

incident angle and/or wavelength) upon a perturbation

of the refractive index of the external medium,

containing the target biomolecules [11, 12].

Bragg mirrors consist of a periodic stack of dielec-

tric materials acting like a lossless mirror for a given

wavelength band. Periodic multilayers can be fabri-

cated, for example, by sputtering, thermal evaporation,

and Chemical Vapor Deposition (CVD) techniques.

When one or more defect layers (spacers) are intro-

duced therein, a defect (cavity) mode is obtained. In

such a simple case, the cavity is a one-dimensional

Fabry-Perot cavity that has been widely used for

refractometric measurements. If the material is porous

in nature, such as porous silicon eletrochemically

etched, target molecules can penetrate inside the

porous photonic structure (pores size for few nanome-

ters to tens of nanometers), thus providing a much

stronger perturbation and lowering the detection

threshold. If fluorescent labels are used, one-

dimensional microcavities can also be used to improve

the detection of fluorescence radiation, as described in

the following.

Photonic crystal surfaces can be designed to pro-

vide a wide range of functions that are used to perform

biochemical and cell-based assays. Detection of the

optical resonant reflections from photonic crystal sur-

faces enables high sensitivity label-free biosensing,

while the enhanced electromagnetic fields that occur

at resonant wavelengths can be used to enhance the

detection sensitivity of any surface-based fluorescence
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assay. Fabrication of photonic crystals from inexpen-

sive plastic materials over large surface areas enables

them to be incorporated into standard formats that

include microplates, microarrays, and microfluidic

channels. The periodic modulation of refractive index

within a PC, along with incorporation of intentional

line or point “defects” in the PC can be used to con-

centrate and direct the electromagnetic fields associ-

ated with light to produce efficient wavelength

selective reflectors, waveguides, optical circuits,

beam steering devices, and optical multiplexors. PCs

can be designed to interact strongly with particular

optical wavelengths through selection of their mate-

rials and the period of their modulation. At the wave-

lengths of “optical resonance” (also known as “guided

mode resonance”), light will couple strongly to the PC

structure for a particular incident angle, resulting in

electric fields inside the PC that can be many times

higher than the electric field of incident radiation.

These optical resonances can be observed by an exter-

nal observer simply by illuminating the PC at normal

incidence with a broad band of and observing a narrow

band of wavelengths that are reflected back with nearly

100% efficiency.

Two-dimensional photonic crystals used for sens-

ing applications are typically microfabricated periodic

nanostructures on a two-dimensional planar silicon on

insulator (SOI) chip. Such structures can be designed

to exhibit a two-dimensional photonic band gap (PBG)

that can be tuned by varying the structural parameters.

Photonic cavity states within this PBG are formed by

systematically introducing defects into the perfect hex-

agonal lattice during the fabrication process. In the

case of nanocavities, the modal volume is very small,

of the order of V< 1mm3 and furthermore, the strongly

localized electric field in the cavity is highly sensitive

to local changes of the refractive index of the

environment.

The photonic crystal concept is fruitfully applied to

optical fibers, in which the transverse cross section of

the fiber is patterned with channels specifically

arranged, wherein the refractive index contrast pro-

vided by the nanostructuration results in multiple

effects such as optical field localization, multimodal

guiding, etc.

By combining the technology available for wave-

guide fabrication and the working principle of

Fourier-Transform-based spectrometers, a suitable

microdevice based on a high-density sample of the
standing-wave interferogram produced inside a single

waveguide has been obtained [13].

All the above mentioned techniques can be com-

bined for obtaining devices and structures aimed at

biosensing based on one or more of the described prin-

ciples. For example, optical fibers presenting metal

coatings or hostingmetallic nanostructures can combine

guiding and plasmonic effects, fiber grating can ease

light coupling/decoupling, or resonance conditions, etc.

Fluorescence-based detection

As already mentioned, dielectric micro and

nanostructures can provide amean to improve the detec-

tion of labeled target molecules in close contact or

impregnated within the photonic nanostructure. An

example of such a structure is represented by one-

dimensional porous silicon microcavities [14], in

which the fluorescence emitted by labeled molecules

(e.g., proteins) is enhanced upon diffusion of said mol-

ecules inside the porous structures of the cavity [14].

Additional one-dimensional, two-dimensional, and

three-dimensional (e.g., artificial opals) dielectric struc-

tures can be exploited for such enhancement effects,

reaching very high Q factor of the order of 103 or

more [15].

In recent years, there has been a growing interest in

the interactions of fluorophores with metallic surfaces

or particles. Near-field interactions are those occurring

within a wavelength distance of an excited

fluorophore. The spectral properties of fluorophores

can be dramatically altered by near-field interactions

with the electron clouds present in metals. These inter-

actions modify the emission in ways not seen in clas-

sical fluorescence experiments and can be controlled

by properly structuring the surface of plasmonic sub-

strates [16].

While all metal–fluorophore interactions are based

on the same physics [17], the effects can be different

based on the geometry of the metal structure. Three

possibilities are considered, in which a fluorophore is

interacting with silver particles, a smooth metal sur-

face and a metal surface with a regular pattern. Metal

particles can be typically used to increase the

fluorescence intensities. This increase occurs by

a combination of enhanced fields around the metal

and rapid and efficient plasmophore emission. These

effects are usually called metal-enhanced fluorescence

(MEF), and typically result in increased intensities and

decreased lifetimes.
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In the case of a fluorophore interacting with

a smooth metal film, it is typically about 40 nm thick

silver or gold. In this case, the fluorophore creates

plasmons which radiate at a defined angle into the

substrate. Typically the intensities and lifetimes are

not dramatically changed. This phenomenon is called

surface plasmon-coupled emission (SPCE). Here, the

emission spectrum is the same as the fluorophore but

the polarization properties indicate that the plasmon is

radiating. Finally, an exemplary fluorophore can be

placed over regular patterns (nanorings, grooves, grat-

ings, etc.). In this case, the emission at certain wave-

lengths is expected to show well-defined beaming into

the substrate (or air), while other wavelengths are

deflected from the normal. These effects are due to

a combination of interactions with a smooth surface

and with the sub-wavelength features (according to

a diffraction phenomenon). This more general effect

is called plasmon-controlled fluorescence (PCF).

Plasmon-controlled fluorescence provides an opportu-

nity to create ultra-bright probes based on complexes

of metal particles with fluorophores. The basic idea is

to create metal–fluorophore complexes in which the

metal particle increases the brightness of the bound

fluorophores. This can be accomplished by trapping

the fluorophores in metal shells or by coating metal

particles with fluorophores [18]. Theory has predicted

that fluorophores in metal shells can be 100-fold

brighter than the isolated fluorophore, even after con-

sideration of the transfer efficiency of incident light

into the shell and radiation out of the shell. Such probes

may have the advantage over quantum dots because of

the low toxicity of silver particles, even if the silver

surface is completely exposed.

Instead of organic fluorophores such as dyes, solid

state semiconductor nanoparticles (quantum dots) can

be used. The luminescent nanostructures are becoming

more and more popular in labeling bio-assay [19].
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Synonyms

FDTD; Maxwell–Bloch simulations or equations or

studies; Maxwell–Schrödinger simulations (or equa-

tions); Molecular plasmonics; Near-field molecular

optics
Definition

Molecular nanopolaritonics is the study of nanoscale

control of near-field energy transport via combined

plasmon–molecule excitations.
Introduction

Absorption and emission of light (from near-IR to UV)

on the nanoscale is qualitatively associated with one of

two types of entities: excitons and plasmons. Excitons

are associated with transition of electrons between

occupied and unoccupied orbitals, i.e., a particle-hole

excitation. Plasmons, on the other hand, are classical-

like collective excitation of electrons in metals that are

analogous to tidal waves. Specifically, when an electric

field excites a plasmon, all the valence electrons in the

metal shift, in tandem, creating a surface dipole; the

remaining background exerts a restoring force and the

resulting oscillation is in the IR to UV range,

depending on geometry.

The coupling of an exciton and a plasmon is known

as a polariton. Polaritons are usually associated with

surface excitons. They have been applied in various

fields, and at low temperatures even exhibit Bose–

Einstein condensates [1]. Here, the combination of

excitons and plasmons on the nanoscale is discussed,

where the plasmon is part of a relatively small metal

structure and even more importantly, the exciton is

associated with a molecule or a cluster. Such

a combination is labeled as nanopolariton [2], and its

properties and approaches for simulation are discussed

here. The greatest emphasis here is on the manipula-

tion of transport of nanopolaritons by varying the

molecular properties, as detailed below.

Broadly speaking plasmon–molecule interactions

come in two forms: the influence of plasmonic fields

on molecules, and the influence of molecules on

plasmonic fields. The first, which is the typical focus

of plasmon–molecule studies, is where plasmons focus

light into molecules driving them into highly excited

states, such as in surface-enhanced Raman spectros-

copy (see SERS – Raman Spectroscopy). SERS relies

on the fact that classically, an electric field near a metal

surface is very strong, especially near the plasmon

resonance. In SERS, the massive electric fields due to

plasmons on a metal lead to huge enhancements in

Raman scattering, allowing for the detection of single

molecules [3]. Other examples of plasmons acting on

molecules include plasmon-enhanced fluorescence,

near-field optical microscopy, and enhancements in

FRET [4].

The second direction, where single molecules have

a significant effect on plasmons, is more subtle and less

understood. Molecules have a much smaller transition
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dipole moment than metal nanostructures (as they have

few electrons, versus hundreds to million and more

electrons in metal structures) and therefore molecules

will generally have a negligible effect on overall light

absorption of a polaritonic system, except possibly at

very low temperatures. However there is one place

where plasmonic interactions are weak: in the transport

of plasmons from one structure to another. As this

transport involves comparatively weaker coupling

between plasmon modes, under certain circumstances

it can be influenced by nearby molecules. While this

article focuses primarily on molecule-mediated

plasmon transport, linked DNA molecules have been

shown to alter the dielectric properties of arrays of

metal nanoparticles [5].

The length scales relevant for nanopolaritonics are

significantly smaller than even UV wavelengths. At

such scales, the electromagnetic fields are essentially

“near fields,” i.e., the field due to a dipole is closer to its

electrostatic form, so it is strong and decays rapidly

with distance; the far-field-radiated part, proportional

to the acceleration of the dipole, is much weaker over

these scales (the ratio between the far and near fields

for a distance scale R is approximately R2=l2, where l
is the wavelength). The simulation of the near-field

combined plasmon–molecule excitations (polaritons)

involve a complicated interplay of distinct mecha-

nisms, including quantum excitations, classical elec-

trodynamics, and charge transfer, which involve

a range of length and energy scales. This makes con-

cise treatment of these systems very difficult: mole-

cules on the order of a nanometer must be treated

quantum mechanically, whereas plasmonic materials

with sizes of up to hundreds of nanometers are usually

too large to treat quantum mechanically in

a computationally efficient way, and thus must be

treated classically in most cases. Therefore, a primary

thrust of theoretical molecular nanopolaritonics is and

will be the development of methods which can effec-

tively treat and provide an interface between these

classical (metal) and quantum (molecular) regions.
X X X _
Nanopolaritonics: Methodology

Overview

There are several techniques used to model behavior in

nanopolaritonic systems, but in general they involve

coupling classical fields to a quantum mechanical
molecule. Some examples are described in greater

detail below. Briefly, the simplest method evolves the

spatial charge density of the metal in time and couples

plasmons to a molecular density matrix via dipole

interactions. A more sophisticated treatment models

classical regions with the finite-difference time-

domain (FDTD) method (see the entry in this volume

on▶ Finite-Difference Time-Domain Technique), and

couples the classical electric field to the molecular

density matrix again via dipole interactions. This par-

ticular technique has the advantage that the classical

description can easily be interfaced with essentially

any type of quantum mechanical treatment of

a molecule, including time-dependent density func-

tional theory (TDDFT), time-dependent Hartree–

Fock (TDHF), or semiempirical methods, as described

later.

Plasmon Surface Modes Coupled to Electronic

Density Matrices

In the simplest treatment, appropriate for molecules

near metallic structures, a set of modes is first used to

represent the plasmons via surface modes on themetals

[6]. The charge density on the metals is written as
sðr; tÞ ¼
J

CJðtÞsJðrÞ; (1)

where sJðrÞ is a surface-localized charge mode on

a metal particle (e.g., dipole, quadrupole, etc., for

a spherical metal particle, or a more general function

in other cases), and the time-dependent coefficients

which determine the evolution of the surface modes

were introduced. The dynamics of these surface modes

is associated with plasmons; the collective oscillation

of the charges causes a time-dependent surface charge.

The surface charges are then coupled via dipole

interaction to specific molecules; the resulting

equation for the motion of the modes, including

interaction with other modes and with specific

molecules is then [2]:
K

MJK
€CKðtÞ ¼ �

K

VJKCKðtÞ �
K

MJK
CKðtÞ
tK

�
X
ij

rijðtÞqij;J � vJðtÞ: (2)

The first three terms are purely plasmon related,

including mass terms ðMJKÞ associated with the kinetic

http://dx.doi.org/10.1007/978-90-481-9751-4_15
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energy of the surface modes, potential terms ðVJKÞ
associated with coulomb interactions between the

surface modes, and Drude damping terms (1=tK)
responsible for the dephasing and damping of the sur-

face modes. The next term contains a dipole integral

qij;J coupling the plasmon modes to the molecule; the

molecular density is represented as a density matrix

with a constant (pre-interaction) part, r0ij, and a time-

dependent part induced by interaction with the

plasmons, rijðtÞ. Finally, the last term is the interaction

with the external field, vJðtÞ.
The other relevant equation is the time-dependence

of the density matrix for the molecules. For

each molecule, schematically, apply the Liouville

equation:
dr ðtÞ � �

i

ij

dt
¼ ½FðrÞ; r�ij � igij rijðtÞ � r0ij

þ
X
J

CJðtÞqJ; r
" #

ij

; (3)
where the following variables are introduced: the Fock

matrix (FðrÞ), which depends itself on the density

matrix; the damping coefficients (gij) which determine

the return of r to the equilibrium density matrix, r0;
and the coupling to the classical fields of the plasmons

via the dipole coefficients qij;J . Details of the different

possibilities for a Fock operator are presented later.

The simplest way to view Eqs. 2–3 is when the

excitation is not very large, as then they can be linear-

ized in the density matrix. Then, the linearized equa-

tions have a simple form:
X

dJ ðr; tÞ
i
df

dt
¼ Lf; (4)

where f is the nanopolariton, i.e., the combined vector

describing both the plasmon modes and the density

matrix. Schematically, f is made from four parts: the

surface charge coefficients and their time derivatives,

as well as the real and imaginary part of the excitation

of the density matrix away from the ground state:
fT ¼ CJ;
dC

dt
;Re r� r0

	 

; Im r� r0

	 
� 
: (5)
In the generalized Liouville coupling matrix, L is

straightforwardly shown to be
L ¼
0 �M 0 0

�V �t�1 �q 0

0 0 �g D
�q 0 �D� Z2B �g

BB@ CCA:

The specific terms in the Liouville matrix result

from a linear-response analysis of Eqs. 2 and 3.

Maxwell–Schrödinger Simulations

The plasmonic-mode model is appropriate for qualita-

tive studies, especially because of its very modest

computational requirements. However, a quantitative

investigation requires a more realistic treatment of the

electric field distribution. The best-known approach

for simulating the electromagnetic fields is FDTD,

where one propagates the Maxwell equations [7].

Assuming for simplicity no magnetic susceptibility

effects, these read:

@Eðr; tÞ
@t

¼ 1

eeffðrÞ H�Hðr; tÞ � Jðr; tÞð Þ
@Hðr; tÞ

@t
¼ � 1

m0
H� Eðr; tÞ;

(6)

where the electric and magnetic fields and the fre-

quency-independent part of the susceptibility are

introduced.

The current, J, is made from two parts,

J ¼ Jp þ Jm; the first term is the usual plasmonic con-

tribution, which in FDTD is simulated as a sum of

terms,
Jpðr; tÞ ¼
n

Jp;nðr; tÞ; (7)

where the individual terms fulfill
p;n

dt
¼ anðrÞJp;nðr; tÞ þ bnðrÞEðr; tÞ: (8)

The sum typically includes 1–5 terms, and the indi-

vidual terms (anðrÞ and bnðrÞ) in the sum are usually

fitted to give the correct dielectric function in the

frequency range of interest. Other, somewhat more

sophisticated time evolution techniques for Eq. 8

have also been suggested.
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The second part of the current is the molecular

contribution, which for a single molecule will be

JMðr; tÞ ¼ dðr� rMÞ d
dt
TrðrxÞ

¼ �idðr� rmÞ Trð½F; r�xÞ (9)

where x is the electronic 3-D coordinate, and the delta

function in the position of the molecule is represented

numerically on the FDTD grid. The molecular current

is obtained from a time-dependent study of the density

matrix (or alternatively from propagating the molecu-

lar orbitals). In the simplest version, where only

a dipole electric field is assumed, these take a form

similar to Eq. 3 but now the coupling is directly due to

the electric field:
dr ðtÞ � �

i

ij

dt
¼ ½FtotðrÞ; r�ij � igij rijðtÞ � r0ij ; (10)

where
F ðrÞ ¼ FðrÞ � m 	 E: (11)
tot
N

Molecular Simulation Methodologies

Throughout, the molecules are simulated in real time.

For the present purposes, the molecules will be treated

by a Liouville equation or a time-dependent orbital

equation, where the initially occupied orbitals are

propagated as:
@c

i n

@t
¼ FðrÞcn: (12)

There are different possible Fock operators; the

most established are TDDFT and TDHF. Both

methods, however, could be numerically expensive,

so a simple alternate approach is to propagate in time

a semiempirical approach; an example is TD-PM3

(time-dependent Parameter-Method 3) where the

Fock operator has the generic TDHF form:
X

Fij ¼ H0;ij þ

kl

Vijklrkl; (13)

but with a very sparse set of matrix elements, Vijkl.

TDPM3 generally gives excitation energies with

a �15% accuracy [8], so is very suitable for the
qualitative questions which arise in the study of

nanopolaritonics. As the method uses a minimal basis

set and scales well with system size, it is ideal for

simulating large dye molecules.

Splitting Fields

It turns out that when there is one molecule, the delta

function associated with having a localized charge is

problematic and leads to numerical singularities. The

reason is that this strong delta function source due to

the molecule acts back on the molecule, creating an

artificial self-energy problem. More precisely, for

a single electron this is a self-energy problem as the

electron interacts with itself; for a general molecule,

the interaction with the molecule-induced current

induces a double-counting problem, since the Fock

operator already includes the electron–electron inter-

action and the interaction with the molecular current

has essentially the same role.

This difficulty was alleviated through the develop-

ment of a new formalism, in which the electric field is

divided into two parts, a molecular and a plasmonic

part [9]. The molecule is only affected by the external

part, while the total field acts on the plasmon. Specif-

ically, for the electric field the resulting equations are:

@Ep

@t
¼ 1

eeff
H�Hþ 1

eeff
� 1

e0

� 
H�Hm

� Jp

eeff
; (14)

@Em

@t
¼ 1

e0
H�Hm � Jmð Þ; (15)

while the magnetic fields equations are simpler
@Hp

@t
¼ � 1

m0
H� Ep; (16)

@Hm

@t
¼ � 1

m0
H� Em: (17)

As mentioned, only the electric field that acts on the

molecule enters into the evolution equation for the

density matrix. Only the plasmonic field affects now

the molecule, so that the Fock operator for the evolu-

tion of the density matrix is now:

FtotðrÞ ¼ FðrÞ � m 	 Ep: (18)
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The advantage in this approach is that the

decoupling prevents numerical singularities. The dis-

advantage is that a separate electric field is required for

each molecule. Therefore, future approaches will mix

the FDTD treatment of the plasmonic field with

a dipole and quadrupole treatment of the molecules,

i.e., write the total electric field as
X 1 Molecule5 nm

Nanopolaritonics, Fig. 1 Schematic of the computed setup.

Three small metal spheres are placed close to each other. The

leftmost sphere is excited; the middle sphere mediates this trans-

fer. The molecule is placed between the middle and the final,

rightmost sphere, and mediates this transport. The direction of

the molecule influences the final polarization of the molecule
Eðr; tÞ ¼ Epðr; tÞ þ
j

mðr; t0ÞH jr� rjj
þ Quad:; (19)

where “Quad.” refers to quadrupolar interaction with

nearest neighbors, and the molecular dipole is intro-

duced. The magnetic field is written similarly in terms

of the molecular current and the plasmonic field, and

the equation of evolution of the total field can be

derived directly from Eq. 14. This mixed field-dipole

approach will allow the treatment of a host of mole-

cules interacting with an external field.

In the extreme limit that a continuum of molecules

are required, the FDTD equations will be solved

directly; then, the effect of each molecule will be

relatively small so that the separation between

plasmonic and molecular fields will not be needed,

and the resulting, single electric field equations are

the familiar Maxwell–Bloch equations, i.e., there will

be no need to split the electric fields.
Key Findings

The fundamental conclusion from plasmon mode and

Maxwell–Schrödinger (Sect. Nanopolaritonics: Meth-

odology) simulations is that under certain circum-

stances single molecules have a marked effect on the

near-field transport of plasmons, as detailed below.

Molecule-Mediated Plasmon Transfer in

Waveguides

An illustrative example of the type of system studied is

shown in Fig. 1, where a single two-level dipolar

molecule is located near a linear array of gold

nanoparticles. In the absence of a molecule, an initial

x-polarized plasmon excitation on the leftmost (input)

nanoparticle will propagate down the array, which

after a few femtoseconds results in an x-polarized

plasmon on the rightmost (output) nanoparticle. Since
the x, y, and z plasmon modes are decoupled in this

linear configuration, no y or z excitation is induced on

the output nanoparticle. Noble metal plasmonic wave-

guides of this type have been extensively studied both

theoretically and experimentally [10].

Perhaps surprisingly, the addition of a single mole-

cule to the waveguide can have a drastic effect. Take,

as a simple example, an xy-oriented two-level mole-

cule with a strong resonance at om¼ 2.55 eV, which is

close to the plasmon frequency of the array (2.60 eV).

Figures 2 and 3 show results of a FDTD/linear-

response TDDFT simulation. Figure 2 shows the

clear transmission effect of a molecule in a time-

domain simulation; the presence of the molecule

causes significant enhancement in the amount of trans-

mitted light in the nonnative initial polarization.

The frequency-domain picture is even more reveal-

ing. Figure 3 shows that the Fourier transform of the total

current on the output nanoparticle displays a Fano-like

resonance. As a reminder, Fano resonance are generally

the result of coupling of single (or a few, in the general-

ized case) “dark” quantum level(s) to a continuum of

states. Their most obvious mark is a sine-like modifica-

tion of the observable (spectrum or transmission profile)

which in the original Fano resonance case will actually

lead to a dip of zero absorption due to destructive inter-

ference caused by the presence of the quantum level.

In the present simulation case, a clear Fano-like

transmission profile results due to the presence of the

molecule; the excitation of the x-polarization is drasti-

cally modified. Specifically, the molecule enhances the

x-polarized plasmon transmission over a range of
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in the x-direction (solid) and y-direction (dashed) (From

Ref. [11])
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frequencies below om and decreases the transport for

a range above. Further, the molecule rotates the exci-

tation from the x-polarization to the y-polarization,
resulting in a significant y-current (approximately

20% of the x-current). Physically, the molecule,

which has a transition dipole moment aligned along

the xy axis, scatters x-polarized near-field light and

reemits y-polarized light.

Despite the fact that the molecule does not affect the

overall absorption of the array, the intense molecule–

plasmon resonance in the gap between nanoparticles

strongly influences plasmon transport, to the point of

significantly scattering plasmons between otherwise

orthogonal modes of excitation.

Realistic Simulations

To study this problem in a more rigorous manner, i.e.,

by using a more realistic quantum-chemistry
treatment, the FDTD approach has also been combined

with a time-dependent semiempirical method,

TDPM3, mentioned above, to show rotation of current

for large molecules with a significant number of pos-

sible excitations [11]. The system examined used sil-

ver nanoparticles, and thus tartrazine, a yellow dye

molecule having a strong transition dipole moment

near the plasmon resonance of silver, was chosen.

The realistic simulations verify that molecules with

an excitation energy near the plasmon resonance

of the metal scatter the x-oriented current into the

y-direction, as observed with the two-level molecule.

The results are shown in Fig. 4. These results

are encouraging as they confirm that even a molecule

with a broad range of excitations can influence the

transport of plasmons.
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differ by the amount of dephasing on the excited state of the

molecule. The gold dots have the experimentally fitted

dephasing time, �6 fs (From Ref. [2])
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These studies offer insight into near-field light

transport in heterogeneous nanosystems. Single mole-

cules, although too weak to play a role in overall light

absorption, can have drastic effects on transport if

strategically placed in “hot spots,” where they can

modulate the comparatively lower energy coupling

between nearby metal structures.

Since this is a resonance effect, it is highly depen-

dent on the materials involved. The molecule, in order

to scatter current, must have a strong optical transition

at or near the coupling (i.e., plasmon resonance) of the

waveguide. On one hand, this limits the diversity of the

systems that can be used; however, this specificity is

actually advantageous for sensing applications and

tunable frequency-dependent wave guiding.

Controlling Plasmon Transport with Single

Molecules

The strong effect of a single molecule on nanopolariton

transport can be exploited to selectively control plasmon

transport on the nanoscale. This has implications in the

field of plasmonics, where molecule–plasmon interac-

tions have promise as device components such as

switches or higher harmonic generators. A molecule

placed near a fork-like arrangement of gold

nanoparticles, e.g., can selectively divert incoming

plasmon waves into either the top or bottom paths, as

demonstrated in Fig. 5, which shows transmission

through the fork calculated using the plasmon mode

approach. Beyond being sensitive to the molecule’s loca-

tion, this effect is also highly dependent on its orientation:

When the molecule points upward, the plasmons are

directed into the upper branch of the fork (blue curve in
Fig. 5) much more than to the lower branch (red curve).

In the absence of a molecule (black curve), the transition

probabilities of the two branches are equal.

The controllability can be extended to use in molec-

ular switches: Molecules can potentially be used to

gate the transfer of near-fields in a specific and delib-

erate manner. Likewise, a similar configuration can act

as a type of highly specific molecular sensor, sensitive

to a molecule’s identity, orientation, and position.

Limitations

There are several important caveats to these findings.

First, compared to metals, molecules have a much

smaller capacity to absorb and radiate light, as they

are unable to further absorb light (of a given fre-

quency) once already in their excited state. FDTD/
TDDFT simulations of nanopolaritonic systems

which treat the molecule beyond linear response have

shown that under increasing field intensities the polar-

ization rotation effects saturate rapidly; this transition

region is especially interesting, since it can be used as

a nonlinear gating mechanism.
Future Directions

Nanopolaritonics is still in its infancy. Although

a variety of simulations have demonstrated proof of
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concept for controlling near-field light with molecules,

there is much untapped potential for novel plasmon–

molecule applications, as well as many outstanding

theoretical and experimental questions. This last sec-

tion briefly overviews future directions for both exper-

iments and theory.

Transport-Based Sensing

Among the most promising potential applications is

transport-based sensing, where extremely dilute con-

centrations of molecules are detected and uniquely

identified based on how they alter the plasmon trans-

port properties of a nanostructure system. In contrast to

a SERS-like device, which is used to enhance and

probe the response of a molecule, here the plasmon

transport is measured, which is predicted to be

extremely sensitive to the presence of select mole-

cules. A pair of nanoscale metal tips, e.g., can act as

a sensor for molecules which drift between them.

Alternatively, one can build a parallel detector using

a chip containing a series of different plasmonic junc-

tions, each with a slightly different plasmon resonance,

which are tuned to different target analyte molecules

and excited by different frequencies of light.

Plasmonic Metamaterials

Another potential application of nanopolaritonics is in

the development of more sophisticated metamaterials.

Beyond simply mediating wave guiding, molecules

could also mediate coupling between elements of

a plasmonic metamaterial. This could lead to, e.g.,

tunable metamaterials where the presence of different

molecules shifts the resonant frequency of the device.

Need for Experimental Studies

There is a pressing need for high-quality experimental

measurements of plasmon transport in the presence of

strongly interacting molecules. Whereas there have

been a wealth of experiments concerning the effects

of intense fields on single molecules, studies on the

effects of molecules on plasmons are lagging.

Improved Multiscale Simulation Methodologies

From a theoretical standpoint, progress needs to be

made on efficiently and accurately capturing

plasmon–molecule interactions, especially in the

“chemical” regime where molecules are bound to the

surface of a metal and share electrons. In reality both

charge and energy are shared on a surface, and
developing real-time embedding approaches capable

of describing this is necessary to drive the field for-

ward. This is a daunting task as it necessitates treating

the quantum mechanical and classical regions as open

systems. Moreover, seamless integration of the two

regions requires careful choice of either boundary con-

ditions or embedding potentials.
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Synonyms

Nanobonding; Nanointerconnection; Nanojoining;

Nanosoldering
Definition

Spot welding, a widely used resistance welding

process, was originally developed by Elihu Thompson

in the early 1900s [1]. The most common application

of spot welding is in the automobile industry, where it

is widely used and most often performed automatically

by preprogrammed industrial robots on assembly

lines. With the continuing development of bottom-up

nanotechnology fabrication processes, the nanoscale

version of robotic spot welding, or nanorobotic

spot welding [2], may likewise play an important

role in interconnecting carbon nanotubes (CNTs),

nanowires, nanobelts, nanohelixes, and other

nanomaterials and structures for the assembly of

nanocircuits and nanoelectromechanical systems

(NEMS).
Overview

Van der Waals forces [3], electron-beam-induced

deposition (EBID) [4], focused-ion-beam chemical

vapor deposition (FIB-CVD), high-intensity electron-

beam welding [5], Joule-heating-induced joining [6],

and nanomechanochemical bonding [7] are experi-

mentally demonstrated interconnection strategies,

although all have limitations. Van der Waals forces

are generally very weak, Joule-heating-induced join-

ing and nanomechanochemical bonding are promising

but not yet mature, and the other methods involve

high-energy electron or ion beams, which significantly

limits their applications. Another interconnection

approach is to use CNTs, with their hollow cores and

large aspect ratios, as possible conduits for nanoscale

amounts of various materials that can be used to

fuse CNTs together.

The concept of nanorobotic spot welding is

schematically shown in Fig. 1. A metal-filled carbon

nanotube is positioned with a nanorobotic manipulator

to the interconnection site and the metal is then

deposited to solder the nano-building blocks, such as

CNTs and nanowires, together, or to weld them onto

electrodes.

To facilitate the deposition, the encapsulated

metallic materials may need to be melted or evapo-

rated, which means only materials with a lower melt-

ing point than that of CNTs can be applied.

http://dx.doi.org/10.1007/978-90-481-9751-4_422
http://dx.doi.org/10.1007/978-90-481-9751-4_236
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http://dx.doi.org/10.1007/978-90-481-9751-4_100481
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http://dx.doi.org/10.1007/978-90-481-9751-4_100509
http://dx.doi.org/10.1007/978-90-481-9751-4_100559


Nanorobotic Spot Welding,
Fig. 1 Concept of

nanorobotic spot welding

Nanorobotic Spot Welding, Table 1 Melting point of pure metals and alloy solders

Materials Melting point (�C)a Possibility to be filled into CNTs

W 3,410

CNTs in vacuum 2,800 [8]

Fe 1,535 Produced by pyrolysis of ferrocene powder [9]

Y 1,523 Yttrium carbide synthesized from yttrium oxide powder mixed with isopropanol [10]

Cu 1,083 Synthesized using an alkali doped Cu catalyst by a thermal CVD method [11]

Au 1,064.43 Capillary filling [12]

Ag 961.93 Capillary filling [13]

CNTs in air 750 [8]

Pb 327.5 Capillary filling [14]

Bi 271.3 Capillary filling

Sn 231.9 Synthesized by catalytic deposition of acetylene using nanocrystalline SnO2 as a catalyst

[11]

Sn50Pb50 183–212

Ga 29.78 Synthesized in a vertical radiofrequency furnace from a homogeneous mixture of Ga2O3

and pure, amorphous, active carbon under a flow of pure N2 gas [15]

aData source for melting points not specified: http://www.chemicalelements.com/show/meltingpoint.html
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Fortunately, most pure metals have a lower melting

point than that of CNTs in vacuum and a large portion

of them have a lower melting point than that of CNTs

in air (Table 1). Alloy solders routinely used in the

larger scale for electronics and silversmithing may also

serve as excellent candidates of nanosolders and they
typically have lower melting points than the pure

metals. These include soft solders (melting range:

90–450�C, typically tin-lead (Sn-Pb) alloys), lead-

free solders (melting point 5–20�C higher than soft

solders, alloys contain tin, copper (Cu), silver (Ag),

bismuth (Bi), indium (In), zinc (Zn), antimony (Sb),

http://www.chemicalelements.com/show/meltingpoint.html


Nanorobotic Spot Welding, Fig. 2 (a–d) Copper-filled

CNTs. (a) FESEM images of Cu-filled CNTs. Observation

shows that all the CNTs have sharp tips filled with metal

nanoneedles. These CNTs are up to 5 mm long with outer

diameters in a range of 40–80 nm. (b) A typical copper-filled

CNT synthesized for 30 min. (c) HRTEM image reveals that the

Cu nanoneedles are encapsulated in graphite walls approxi-

mately 4–6 nm thick. The inset is the corresponding SAED

pattern of the Cu nanoneedle along the zone axis, showing that

the Cu nanoneedle is single crystalline. The appearance of a pair

of arcs in the SAED pattern indicates some orientation of the

(002) planes in the carbon tubes. (d) The magnified image of the

rectangular region in (c). The large arrows indicate the growth
direction of the CNTs. The interlayer spacing of carbon nano-

tube is about 0.34 nm, consistent with the (002) plane lattice

parameter of graphite. It can also be seen that the graphite layers

are not parallel to the tube axis
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and traces of other metals), and hard solders (melting

point >450�C, alloys of copper with either zinc or

silver).

Figure 2 shows CNT samples synthesized using an

alkali-doped Cu catalyst by a thermal CVD method

[16]. Figure 2a–d show their structures imaged by field

emission scanning electron microscopy (FESEM,

Sirion, FEI), transmission electron microscope (TEM,

JEM-2010, 200 kV), selected area electron diffraction

(SAED), and high-resolution TEM (HRTEM). It

can be seen from these observations that the yield of

the Cu-filled CNTs was high. The CNTs were up to

5 mm long with outer diameters in a range of 40–80 nm.

The single-crystalline Cu nanoneedles were encapsu-

lated in graphite walls approximately 4–6 nm thick

in the first sections of the bamboo-structured CNTs.

The graphite layers were not parallel to the tube axis.
Key Research Findings

An experimental investigation of controlled melting

and flowing of single crystalline copper from CNTs

has been performed using nanorobotic manipulation

[3], and its application in spot welding of nanotubes

has been demonstrated using this copper. Because

copper is a good conductor of heat and electricity and

has a very low binding energy (0.1–0.144 eV/atom)

when bound to carbon, copper-filled CNTs were used

in the investigation.

The experiments were performed in a CM30 TEM

equipped with a scanning tunneling microscope (STM)

built in a TEM holder (Nanofactory Instruments AB,

ST-1000) serving as a manipulator, as shown in Fig. 3a

or schematically in Fig. 3b. The material consisting of

a CNT bundle was attached to a 0.35 mm thick Au wire
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Nanorobotic Spot Welding, Fig. 3 (a, b) Nanorobotic

manipulation system in a TEM
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using silver paint, and the wire was held in the

specimen holder. The probe was an etched 10 mm
thick tungsten wire with a tip radius of approximately

100 nm (Picoprobe, T-4-10-1 mm). The probe can be

positioned in a millimeter-scale workspace with

subnanometer resolution with the STM unit actuated

by a three-degree-of-freedom piezo-tube, making it

possible to select a specific CNT. Physical contact

can be made between the probe and the tip of

a nanotube. Applying a voltage between the probe

and the sample holder establishes an electrical circuit

through a CNT and injects thermal energy into the

system via Joule heating. By increasing the applied

voltage, the local temperature can be increased past

the melting point of the copper encapsulated in a tube.

The process was recorded by TEM images and

real-time video.

In the experiment, the tip of a Cu-filled CNT was

first brought into contact with the tungsten probe. Then

a bias voltage was applied on the two ends of the CNT

with the tungsten probe serving as the anode. The

voltage was slowly increased from 0 mV with

100 mV steps. When the voltage reached 1,500 mV,

a vacant section inside the carbon shells appeared,

indicating that the copper has begun melting. Trans-

portation of the copper to the probe-tip contact moved

the vacant section to the root of the first bamboo

section of the Cu-filled CNT. After the vacant section

reached the root, the copper core started to flow to the

tip of the CNT when bias was increased to 2,500 mV.
Figure 4a is a series of time-resolved TEM images

taken from video frames showing the flowing process.

The copper core started to flow inside the carbon shell

from the bottom to the tip of the first bamboo section as

the bias voltage reached 2.5 V. The entire process

continued for about 70 s. The flow rate was found to

be 11.6 nm/s according to the change of apparent

length of the copper core (Fig. 4b). Accordingly,

the mass change was calculated as shown in Fig. 4c,

and themass flow rate can then be determined by fitting

the data to the curve 3� 10�9t2 � 1:2� 10�3tþ 0:12,

yielding approximately 120 ag/s, which is strikingly

slow and well controllable, allowing precise delivery

of mass at the attogram scale for time-based control

that can readily reach sub-second precision.

Figure 4d shows time-resolved current versus

voltage characteristics under a constant positive bias

of 2.5 V. The current density under 2.5 Vwhen flowing

occurred was then calculated according to the

cross-sectional area as 2.60 � 3.07 � 106 A/cm2.

This is comparable to the observed value for

electromigration of iron in CNTs (ca. 7 � 106 A/cm2)

[17]. The difference can be a result of the lower bind-

ing energy of copper to the carbon shells

(0.1–0.144 eV/atom) than that of irons to carbon shells

(0.3 eV/atom). The high current densities employed

here will lead to resistive heating. Temperatures as

high as 2,000–3,000�C have been estimated according

to the lattice spacing change in electric breakdown

experiments on non-filled multiwalled nanotubes

(MWNTs) [18] at a slightly higher bias (3 V) than

those used here. The current density J and the mass

flow rate _m were then correlated as shown in e.

The relation _m ¼ 0:3135 J2 � 1:6206 J þ 2:1373 sug-

gests that a real positive value of _m(�42.9 ag/s) can

only be given when the current density J surpasses

2.5847 � 106 A/cm2. The existence of this threshold

also implies that the mechanism of the observed

flowing is most possibly electromigration [17]. Under

a negative bias, that is, when the tungsten probe served

as a cathode, the flow was observed in the opposite

direction.

Other possible mechanisms for flow can be

excluded. Capillary force can induce filling/flowing,

but the direction should be opposite to the observed

flow, that is, from the tip to the bottom of the carbon

shells. Thermal expansion can enable flow, but the

flow should be isotropic, heading toward both the tip

and the bottom. A recent investigation showed that the
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Nanorobotic Spot Welding, Fig. 4 (a) Time-resolved TEM

images from video frames showing the flowing process. The

copper core started to flow inside the carbon shells from the

root to the tip as the bias voltage reached up to 2.5 V. The whole

process was continued for about 70 s. (b) The flow rate has been

found to be 11.6 nm/s according to the change of apparent length

of the copper core. The tungsten probe has been positively

biased. (c) The mass changes along the time. The mass flow

rate can be then drawn out from the fitting curve as approxi-

mately 0.12 fg/s. (d) Time-resolved current versus voltage char-

acteristics under a constant bias of 2.5 V. The current density

under 2.5 V as flowing occurred is about 2.60 � 3.07 � 106 A/

cm2. (e) Correlation of the current density J and the mass flow

rate dm/dt
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irradiation of MWNTs can cause a large pressure

buildup within the nanotube core that can plastically

deform, extrude, and break encapsulated solid material

[19]. In the experiments, however, no contraction of

the carbon shells was observed.

Although there is no way of measuring the actual

temperature of the nanotubes or the copper core, this

process provides the possibility for estimating the tem-

perature according to the resistivity change if
Matthissen’s rule is applied on temperature depen-

dence of resistivity, provided that the resistivity was

known at a certain temperature. Unfortunately, the

latter is unknown. However, it has been noted that the

temperature for CNT growth from 100-nm scale Cu

particles in the synthesis (700�C) is far lower than the

melting point of bulk Cu (1,083�C) [16]. It is well

known that the surface-to-volume ratio with respect

to a nanosized particle can affect the melting point.
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Fig. 5 Self-soldering of

CNTs with copper

encapsulated in a CNT. (a)

A copper-filled tube, CNT1,

was attached to a tungsten

probe. (b) A section of CNT1

was soldered onto CNT2 by

the melted copper. (c–h)

Video frames showing the

soldering process. A copper-

filled tube, CNT1, was first

attached to a probe, and

brought into contact with

another tube, CNT2. The probe

(cathode) has a �10 V bias.

(c–e) Three different positions

as the probe is approaching

CNT2. (f) Showing how

contact has been made. The

shape change of the copper

suggested a melting process

has occurred. With a higher

bias (�15 V), CNT1 was

broken (g) and its end section

remains soldered to the tip of

CNT2 (h)
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Although the exact reason for melting at such a low

temperature is not yet known, a rough estimation of the

melting point of the copper core can be made, that is,

around 700�C. This is comparable to the in situ elec-

tron microscope observations of the melting point of

the encapsulated 20–60 nm diameter Cu nanocrystals

in multilayer graphitic carbon spheres, which was

reported at 802�C [20]. It is also known according to

the experiment that the melting point of the carbon

shells is much higher than that of the copper core.

This provides further evidence of molten copper inside

carbon shells.
Examples of Application

The application of such controlled transportation of the

copper core was then investigated. Self-soldering of

CNTs with copper encapsulated in a CNT is shown in

Fig. 5. A copper-filled tube, CNT1, was first attached to

a tungsten probe (Fig. 5a). A section of CNT1 was then

attached to and soldered onto CNT2 by the melted

copper (Fig. 5b). Figure 5c–h are video frames show-

ing the soldering process. A copper-filled tube, CNT1,

was attached to a probe, and brought into contact with

another tube, CNT2. The probe has a�10 V bias. Parts
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Fig. 6 Related investigations

and applications
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c�e of Fig. 5 show three different positions as the

probe was approaching CNT2, and Fig. 5f shows how

the contact has been made. The shape change of the

copper suggests a melting process has occurred. It has

been found from the video frames (25 fps) that the

melting of the copper happened in a very short interval

(<70 ms). With a higher bias (�15 V), CNT1 was

broken (Fig. 5g) and its end section remained soldered

to the tip of CNT2 (Fig. 5h).

Compared with the other interconnection processes

previously investigated, electrically driven spot

welding has several interesting aspects: (1) A very

low current can induce the melting and drive the

flow; which is much more efficient that irradiation-

based techniques involving high-energy electron

beams [4, 5, 19, 21, 22], FIB, or lasers. Combined

with dielectrophoretic assembly, it is possible to solder

the tubes onto electrodes for batch fabrication of

NEMS. (2) The welding site can be readily selected

using nanorobotic manipulation, which enables 3D

position and orientation control for continuous mass

delivery and will potentially enable 3D prototyping

and assembly. (3) The melting occurs rapidly (at least

at the millisecond level), several orders of magnitude

faster than that using high-intensity electron-beam

or FIB, which is generally on the order of a minute
[4, 5, 19, 22, 23]. (4) Because both the rate and direc-

tion of mass transport depends on the external electri-

cal drive, precise control of an ultrasmall mass delivery

is possible. Time-based control will allow the delivery

of attograms of mass. (5) Copper has good compatibil-

ity in the conventional semiconductor industry. The

experiments show that it will likewise play an impor-

tant role for scaled-down systems. Carbon shells

provide an effective barrier against oxidation and

consequently ensure a long-term stability of the copper

core, which also facilitates the conservation of the

material than conveying mass on the external surface

of nanotubes.
Future Directions for Research

The investigation on nanorobotic spot welding has so

far shown that controlled melting and flowing of cop-

per inside nanotube shells can be realized by applying

a low bias voltage (~1.5–2.5 V). The melting can

facilitate the flowing and it is a result of Joule heating,

whereas the flowing is caused by electromigration. The

mass flow rate can be controlled to the scale of

attogram per second based on time: a typical value is

around 1 atom/ms.
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As an emerging technique, there are still a lot of

unsolved problems with nanorobotic spot welding.

(1) The materials investigated are limited to copper

and tin. More efforts need to be put into the filling of

conventional alloy solders and silver-based solders to

broaden the adaptability of this technique. Universal

and high yield filling techniques need to be developed.

(2) The controllability of melting and flowing is

related to the bias profile, which is determined mainly

by the diversity of the resistivity of CNTs. Uniform

CNTs in a batch are strongly required. (3) TEM pro-

vided an ideal environment for the in situ investiga-

tions. To lower the cost for practical applications, it

would be a better solution to combine the spot

welder with an AFM. The impact of the change of

the environment from a high-vacuum chamber to the

air needs to be evaluated. Obviously, solders with

lower melting points will be required. (4) For auto-

matic batch soldering, continuous feeding, arrays

of solders (can be individually filled with

heteromaterials), automatic detection of the soldering

sites, and path planning are some examples of critical

techniques.

Nanorobotic spot welding is a fundamental technol-

ogy related to the mass transport inside, between, and

into nanochannels (Fig. 6). Mass transport systems at

this scale provide a platform for the investigation of

nanofluidics and can serve as components for

prototyping nanostructures. Mass flowing out from

a nanotube can generate a variety of results based on

the targets. Evaporation to a free space is a result of

discharging, ionization, or heating. Deposition

on a surface can be obtained if placing the nanotube

tip against such a target. Nanorobotic spot welding is

based on mass transport to the interface between

two objects. Free-standing nanostructure can be

formed on the tip of the injector nanotube if moving

it back from the target. As an emerging additive

nanolithography technique, electromigration-based

deposition (EMBD) is a more general term

representing the mass transport of metallic materials

against a surface. The investigations of all these sys-

tems are correlated and can benefit from the develop-

ment of each other.
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Synonyms

Micrororobotics
Definition

Nanorobots are robotic devices operating at micro- and

nanoscale.
Overview

Nanorobotics is an emerging subfield of nanotechnol-

ogy that aims to build robotic devices operating at

micro- and nanoscale. The envisioned applications of

nanorobotics are quite wide: ranging from medical

and environmental sensing to space and military

applications [1, 2]. Devices at micron scale that han-

dle micron objects (e.g. bacterial robots), which

are sometimes termed as “microrobots,” are also

referred to as nanorobots here. Nano manipulators

that control nanoscale objects using microscope
devices are also referred to as nanorobots, but it is

not covered in this article.

While nanotechnology developed so far is

concerned with the construction of static nanoscale

structures and manipulation of nanoscale objects, the

field of nanorobotics studies more dynamic and active

structures. It includes the design and development of

nanoscale machines that are capable of actuation, sens-

ing, signaling, information processing, and intelligent

behavior at nanoscale [1]. Being extremely small

(potentially at atomic scale), nanorobots are unlikely

to be equipped with many functions as in their macro-

scopic counterparts. A possible solution to implement

more complex functionality would be to use swarm

intelligence and cooperative behavior, in which

a swarm of nanorobots communicate each other and

accomplish tasks collectively. Another issue in regard

to nanorobotics is the basic law that governs the

dynamics of nanorobots. Conventional robots at mac-

roscopic scale are governed by Newtonian mechanics,

whereas nanorobots are governed mostly by quantum

mechanics. The design principle of nanorobots is thus

bound to be different from macroscale robots. For

example, Brownian motion would need to be taken

into serious consideration at such scale. Molecules

constituting nanoscale devices are constantly exposed

to collisions with other smaller molecules (e.g., water

molecules) and not in a rigid, static structure [3].

Therefore, novel schemes of design, manufacturing,

programming, and control for nanorobots are needed

because schemes for macroscale robots cannot be

applied.

Although nanorobots in practical use are yet to be

developed, several prototypes of nanorobots have been

built in recent years. In particular, they have been

explored in the context of biomolecular machines

inspired by “nature’s way of doing things” [1, 2]. Bio-

molecules are of particular interest in the field of

nanorobotics because they operate at extraordinarily

high efficiencies and readily available in nature [4]. In

addition, they have several functions which are diffi-

cult to achieve with artificial molecular machines, for

example, self-assembly and self-replication. As it is

impossible to precisely fabricate nanomachines atom

by atom, nature employs self-organization to build

natural molecular machines. Proteins, the most widely

used nature’s nanomachines, are constructed using

DNA as blueprint. A DNA sequence is translated into

a chain of amino acids via messenger RNA, and the

http://dx.doi.org/10.1007/978-90-481-9751-4_100439
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A schematic diagram of DNA

tweezers. Open–close

operations are controlled by

additional fuel strands F and F.

Black circle and triangle
indicate TET (fluorescent dye)

and TAMRA (quencher),

respectively. After [5]. (b)

DNA walker walks on the

steps constructed with single-

stranded DNA. F1 and F2

indicate feet of the DNA

walker, SA, SB, and SC are

steps for DNAwalker. Gaits of

the walker are precisely

controlled by external DNA

strands, SS (Set Strand) and

US (Unset Strand). See text for

details. After [6]
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amino acid chain will self-assemble into a three-

dimensional structure through free-energy minimiza-

tion. By separating replication process from the system

itself (i.e., protein), self-replication becomes easier,

and over one billion possible types of proteins are

possible out of 20 amino acids and four nucleic acids.

Potentially, nanorobots could be fabricated in a similar

way that biological devices are assembled. In fact,

several prototypes of nanorobots, such as DNA-based

robots, rely on self-assembling nature of biomolecules

for their operation. The following section gives a brief

overview of nanorobotic devices implemented on var-

ious materials.
DNA-Based Nanorobots

Yurke and coworkers developed a molecular machine

that takes DNA strands as fuels, called DNA tweezers

[5]. The machine itself is also consists of three single-

strands of DNA (Fig. 1a). Two of these stands (Strand

B and C) have complementary sequence with another
strand (Strand A). In particular, half of Strand B is

complementary to half of Strand A and half of Strand

C is to another half of Strand A. Thus, when they are

bound together, the DNA tweezers has a single-

stranded DNA sequence on each end, which are parts

of Strand B and C. Strand A is labeled with fluorescent

dye TET (50 tetrachloro-fluorescein phosphoramidite)

and TAMRA (carboxy-tetramethylrhodamine) on each

end. Fluorescence emission from TET reports the posi-

tions of DNA tweezers. When TET is excited with an

514.5 nm argon ion laser, it emits fluorescent light with

a peak wavelength of 536 nm. TAMRA works as

a quencher of TET due to resonant intramolecular

energy transfer when they come close together. When

no fuel DNA (Strand F) is present, the DNA tweezers is

“open” and TET fluoresces. If Strand F is added, it

binds to the sticky ends of DNA tweezers because it

has complementary sequences to single-stranded ends

of the tweezers (parts of Strand B and C). As a result,

they take a Y shape and the DNA tweezers are in

“closed” position. This brings together TET and

TAMRA attached to Strand A, and the light emission
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from TET is quenched. The tweezers can be reopened

by adding Strand F, a complementary DNA to Strand

F. It cleaves the hybridization between the DNA twee-

zers and Strand F and forms a double-stranded DNA

with Strand F. This open-close cycle can be repeated

several times by removing fuel DNA added in the

previous cycle. They have estimated the force exerted

by the closing as 15 pN, which is at the upper range of

measured forces exerted by biomolecular motors, such

as kinesin and myosin.

Sherman and Seeman developed a simple mobile

robot based on DNA strands, called DNA walker [6].

The walker has two feet (Foot 1 and 2 in Fig. 1b), each

of which is comprised of double-stranded and single-

stranded DNA sequences. Two DNA feet are

connected with three single-stranded DNA. The DNA

walker walks on a line of “stepping stones” that are

also made of single-stranded DNA sequences. The

DNA walker is set to “stand” on stepping stones by

another DNA strands (Set Strand) that are complemen-

tary to a Foot and a Step. For example, to set Foot 1 on

Step A, a Set Strand 1A, which is complementary to

the sequences of Foot 1 and Step A, is added to

a solution, and it hybridizes with the foot and step to

connect them together. The molecular machine walks

on the stepping stones by addition and removal of Set

Strands: If feet are set on neighboring stones Step

A and B (linked by Set Strand 1A and 2B), the DNA

walker lifts up one of legs by adding a complementary

DNA strand to Set Strand 2B (called Unset Strand 2B).

The strand cleaves the binding of Set Strand 2B with

the foot and step to form a double-stranded DNA, and

thus the Foot 2 is released from Step B. Foot 2 can be

set on Step C by adding new strand Set Strand 2C. The

same process can be applied to Foot 1 in order to step

forward from Step A to B. Hence, the DNA walker can

walk on the steps by repeating the process.

Based on the DNA walker, Lund and colleagues

developed a DNA-based molecular robot that walks

on two-dimensional prescribed landscapes [7]. The

robot, called molecular spider, consists of a head and

three legs, all of which are made of DNA. The way the

molecular spider walks is basically similar to the DNA

walker: It proceeds on a “track” because each leg

(a single-stranded DNA) hybridizes and dehybridizes

with another single-stranded DNA with complemen-

tary sequences to the leg. A big difference with the

spider is autonomous behavior. It carries out sequences

of actions, such as “start,” “follow,” “turn,” and “stop”
without any external controls. This autonomous action

relies on catalytic activity of the spider legs. A DNA

sequence with catalytic action, called DNA enzyme,

constitutes each leg, and a track on the 2D DNA

origami landscape [8] is constructed with three lines

of oligodeoxynucleotide substrates (i.e., stepping

stones). The locomotion of DNA spider is carried out

as follows: First, a leg binds to a substrate by hybrid-

ization. DNA enzyme cleaves the single ribonucleo-

tide linkage in the substrate strand into two shorter

products. Due to a lower affinity of the products for

the DNA enzyme, the leg will be dissociated from the

site. It will quickly find a nearby substrate to reattach

because multiple legs binding to substrates prevent the

molecular spider from being completely dissociated

from the track. Although the leg could attach to a site

visited before (i.e., stepping back), it is likely to stay

longer on new sites because the substrate has higher

affinity for the enzyme than the products. Once

a molecular spider is set on the starting point of

a track, three legs bind and cleave the substrates in

parallel, and the robot moves forward as a result. It has

been shown that the spider can not only walk on

a straight track, but also turns the direction (30� and
90�). After it reaches the end of the track, it would

perform random Brownian walks because all the sub-

strates are converted to the product and, therefore, any

sites on the track have same affinity for the legs. To

prevent this, “stop” sites, which are non-chimeric and

uncleavable analogues of the substrate, can be intro-

duced at the end of a track. When a leg steps on the

site, cleavage of DNA strand does not occur, and,

therefore, the robot stays in the stop sites and never

goes back.
Cell-Based Nanorobots

Another approach towards nanorobots is to employ

whole living cells as machines. As mentioned above,

natural biomolecular machines are quite efficient in

many aspects, and it is hard to fabricate competing

artificial robotic elements from scratch. Cell-based

nanorobotics aims at making use of biological func-

tionality of living organisms for man-made tasks, such

as cargo transportation.

Behkam and Sitti developed a bacterial actuator for

propulsion of polystyrene microbeads [9]. The cell-

based actuator employs flagella motors of Serratia
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marcescens. Using a plasma-based bacteria patterning

technique, the flagellated chemotactic bacteria have

been randomly attached to half of a 10 mm microbead.

This configuration of bacteria attachment propels the

microbead, although the direction of motion is

stochastic. It has been shown that the more bacteria

are attached, the faster the bead is propelled. The on–

off motion of the flagella motors can be controlled by

introducing copper ions (Cu2+) and ethylenediamine-

tetraacetic acid (EDTA). Steager and colleagues [10]

showed the bacteria can thrust SU-8 microfabricated

structures (larger than the microbeads) and the

movement of the structures can be halted and resumed

by UV exposure.

Martel and colleagues has been taking a different

approach to the development of bacterial microrobots

[11]. They point out several drawbacks of bacteria actu-

ators using Serratia marcescens: First, the directional

control is difficult. Second, the chemical control of

bacterial motion is not appropriate for applications in

many environments, especially when applications for

operations in the human body are in focus. Third, chem-

ical control is not compatible with electronic circuits,

i.e., digital computers. To tackle these problems, they

use Magnetotactic Bacteria (MTB). The bacteria,

marine magnetotactic coccus strain MC-1, incorporate

a chain of nanoparticles calledmagnetosomeswhich are

used to orient the bacteria in geomagnetic fields. On the

other hand, the direction of magnetotactic bacteria can

be controlled by external magnetic field by inducing

a torque on a magnetosome. A bacterium can produce

a thrust force exceeding 4 pN, and a collective of MC-1

cells assembled by computer-controlled magnetic field

can generate larger force. It has been shown that the

collective of approximately 5,000 flagellated

magnetotactic bacteria can not only propel microstruc-

tures, but also complex micro-assembly tasks, such as

building a pyramid-like structure [12].
Other Types of Nanorobots

There are several approaches toward nanorobots apart

from theDNAand cell-based implementations. Another

example is protein-based nanorobotic system. Protein is

the most common natural molecular robotic devices and

abundant in living cells. Central to the protein-based

nanorobotics is the conformational change of three-

dimensional structure because proteins are quite
sensitive to the environmental changes. It has been

proposed to use viral proteins as motors (Viral Protein

Linear (VPL) motor). This has been inspired by the fact

that the families of retroviruses, such as influenza virus

and HIV-1, are able to sensitively detect a drop in pH as

a signal that its future host is close. The drop of pH is

detected by a protein on the viral membrane, which

changes the conformation from loosely connected struc-

ture to a distinctive a-helical structure. Artificially syn-

thesized protein-like viral proteins could potentially

used to produce forces of the order of mN.
Inorganic nanorobots are also pursued (cf. [13]).

What has been proposed is controllable nanomotor

devices using catalytic reaction of bimetal. When cylin-

drical asymmetrical alloys (e.g., gold and platinum) are

suspended in a solution with hydrogen peroxide as fuel,

the platinum segments catalyze the oxidation of hydro-

gen peroxide (i.e., H2O2 ! O2 + 2H+ + 2e�) whereas
the gold segments enhance the opposite reaction. As

a result, electrons in the nanomotor flows from the

platinum to gold side along with migration protons in

the double layer on the motor, and the nanomotor shows

random but non-Brownian movements. Precise direc-

tional control for performing complex tasks is also

possible by applying magnetic field. Ferromagnetic

nickel incorporated in the nanomotors allows the

aligning of the motor and modulation of magnetic field

strength enables start and stop control of the motion.
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Synonyms

Macroscale platforms capable of biological studies and

manipulations at nanoscale to bio-inspired and bacte-

rial nanorobotics
Definition

Nanorobotics for bioengineering is the use of robotic

platforms capable of nanometer resolution, nanoscale

robots, or microscale robots relying on nanoscale com-

ponents and phenomena being applied to living

systems.
Overview

Robotics

The field of nanorobotics bridges nanotechnology with

robotics. As such, to understand the fundamentals of

nanorobotics, one must first know the basic elements

being associated with robotics and nanotechnology.

While robotics would be defined as the science or

study of the technology associated with the design,

fabrication, theory, and application of robots, a robot

would typically be referred to as a machine or device

that operates automatically or by remote control. As

such, a robot must have an appropriate structure suit-

able for its working environment while being able to

hold all the essential embedded components, and will

include a power source (embedded, wired, or wireless),

actuation (e.g., for displacement, grasping, etc.), sens-

ing (vision, pressure, temperature, etc.), and control or

computation (embedded or remote). Depending on the

tasks and requirements, communication may also be

involved.

Nanotechnology

Nanotechnology on the other hand is often defined as

the understanding and control of matter at dimensions

of roughly 1–100 nanometers (nm), where unique phe-

nomena enable novel applications. Nanotechnology

involves imaging, measuring, modeling, and manipu-

lating matter at this length scale. It is important to note

that at the nanoscale, the physical, chemical, and bio-

logical properties of materials differ from the proper-

ties of matter at the macroscale, and this fact has

motivated research and development in nanotechnol-

ogy to be directed toward understanding and creating

improved materials, devices, and systems that exploit

these new properties.

Nanorobotics

So far, researches in nanorobotics are being done

within a range delimitated by two extremes. The
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bottom one is devoted to the design of robots with

overall dimensions in the nanometer scale while the

other involves interactions with nanoscale objects

using macroscopic instruments such as scanning

probe microscopes (SPMs) used for automated

nanomanipulation. Indeed, nanotechnology and

nanoscience began in the early 1980s in great part

due to the invention of the scanning tunneling micro-

scope (STM) [1] that allowed scientists to observe

atomic structures. Later other forms of SPMs such as

the well-known atomic force microscope (AFM) [2]

appeared allowing more tasks to be performed at the

atomic and molecular scales. Soon, engineers put

efforts at making SPM-based tasks remotely [3]

and later automatically [4] with more precision by

integrating robotic principles and hence, these efforts

have led among the first known applications of

nanorobotics.

Although intensive research efforts were done in

the various disciplines required to enhance the func-

tionality and performance of these macroscale

nanorobotic platforms, other efforts aimed at designing

robots with overall dimensions in the nanometer scale.

But although some experimental principles in the form

of primitive molecular machines have been shown, the

field of creating real practical machines or robots

with overall dimensions in the nanometer range

(e.g., 1–100 nm) is still beyond present technological

limits.

As such, in an attempt to design the smallest prac-

tical robots, some research efforts concentrated on

nanorobots with overall dimensions in the micrometer

(mm) scale. These microscale nanorobots typically dif-

fer from the more classic microrobots by the fact that

unlike the latter, the formers exploit the unique prop-

erties of nanotechnology by embedding the appropri-

ate nanoscale components to integrate within the

robots, the required functionalities to allow them to

accomplish their assigned tasks.

Previous experimental results have also shown that

the implementation of these so-called microscale

nanorobots can be entirely artificial (synthetic) includ-

ing biology-inspired nanorobots, natural including

bacterial nanorobots (e.g., bacteria controlled by

computer to perform the same tasks as futuristic

artificial microscale nanorobots), or hybrid (also some-

times referred to as bio-nanorobots), i.e., built with

a mix of artificial or synthetic and biological

components.
Bioengineering

Although several applications for nanorobotics have

been envisioned including but not limited to nano-

assembly tasks within nanofactories, by observing the

more recent experimental results, it becomes obvious

that the field of nanorobotics has great potential in

providing significant contributions for instrumentation

in bioengineering.

Bioengineering [5] can be defined as the application

of engineering design and technology to living sys-

tems. As such, bioengineers are concerned with the

application of engineering sciences, methods, and

techniques to problems mainly encountered in medi-

cine and biology. Although macroscale nanorobotics

as defined earlier can play a great role for biology,

microscale nanorobots due to their overall dimensions

could be particularly suited for in vivo applications in

medicine. These two main approaches in nanorobotics

applied to bioengineering are described in more details

in the following sections.
Macroscale Nanorobotics in Bioengineering

Macroscale nanorobotics platforms can be generally

categorized as contact-mode nanomanipulation sys-

tems using SPM, and non-contact-mode systems such

as the ones using techniques such as optical trapping.

SPM-Based Macroscale Nanorobotics

In recent years, SPMs were used to image and manip-

ulate biological samples and as such, it had

a tremendous impact on the field of biology. Indeed,

SPMs can be used to gather intrinsic properties of

individual molecules as opposed to just bulk properties

of larger samples. Therefore, since SPM technology

has become an invaluable tool for the understanding of

biological structures and processes at the nanoscale, it

was adopted by the nanorobotics community for pro-

viding nanoscale sensing and manipulation in their

platforms. The basic principle of these macroscale

nanorobotic platforms is depicted in Fig. 1.

Figure 1 shows a closed-loop control system based

on negative feedback. Here, the controller,

implementing a given control algorithm, computes an

output signal that will typically be used to actuate or

move a SPM tip (i.e., the interfacing point between the

SPM and the sample) at a desired location or set point

(SP). As such, the controller corrects for any drifts
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resulting from the difference between the measured

value (MV) from the SPM and the set point SP.

These drifts or errors may be caused by the SPM itself

(e.g., hysteresis and nonlinear characteristics of the

piezoelectric (PZT) actuators used to move the SPM

tip) and by various disturbances in the process. Such

closed-loop control process is repeated at a rate suffi-

ciently high to avoid excessive drifts beyond an

acceptable error margin. The output computed by the

digital controller is converted to an analog form using

a digital-to-analog converter (DAC) and amplified to

drive the actuator acting on the SPM which in most

cases will be piezoelectric (PZT) actuators which are

capable of atomic scale resolution.

Although there is a huge variety of SPMs, so far

most development projects of macroscale SPM-based

nanorobotic systems used STM or AFM and as such,

they will be emphasized here. The type of SPM and the

mode used for biological samples is of critical impor-

tance. For instance, AFM has been particularly popular

in biology since it has the unique capability of imaging

biological samples with molecular resolution in buffer

solution. Not only topographical images of surfaces

with nanometer- to angstrom-scale resolution can be

achieved, but the forces between single molecules and

mechanical properties of biological samples can be

investigated as well. Since the measurements can be

made in buffer solutions, it allows researchers to main-

tain biological samples alive within a physiological-

like environment. This allows temporal changes in

nanostructures to be measured such as comparing
structural changes before and after the addition of

chemical reagents. These advantages distinguish

AFM from conventional imaging techniques of com-

parable resolution, including electron microscopy

(EM) which will be discussed later. Thus, the attractive

potential of SPMs and particularly AFM for biologists

is the ability to visualize molecular processes under

natural or physiological conditions. As such, AFM

offers the resolution of most commercial electron

microscopes but under the experimental conditions

familiar with the much lower resolution of optical

microscopes. For these reasons, AFM has been the

most popular SPM in nanorobotics for bioengineering

applications. The basic principle of AFM compared to

STM is depicted in Fig. 2.

As shown in Fig. 2, the method used for AFM

differs from STM. For STM, a controller generates

voltage outputs to electrodes on a piezo-tube in order

to deflect the tip in any directions. When the tip is

positioned close enough to a sufficiently conductive

sample, electrons from the atoms on the surface of the

sample are attracted to the positively charged tip

resulting in a tunneling current which is then amplified

to create an output analog signal that will be converted

to digital form by an analog-to-digital converter

(ADC). This digital signal is then fed back to the digital

controller that will compute the voltage outputs to

move the tip in order to perform a scan of the surface

of the sample using closed-loop control as depicted in

Fig. 1. The changes in the magnitude of the tunneling

current can be used to create an image of the atomic



Sample

Tunneling
Current Amplifier

Controller

Photodetector
Piezoelectric Tube
with Electrodes

Tip

Sample

Tip

Laser Beam

Cantilever

STM AFM

Nanorobotics for
Bioengineering,
Fig. 2 Basic functional

principles of STM and AFM

Nanorobotics for Bioengineering 1707 N

N

structure or the tip can be positioned to maintain

the tunneling current constant. In the latter case,

the position of the tip is controlled as depicted in

Fig. 1 and is used to create the image of the atomic

structure.

For AFM, a cantilever with a tip is used instead.

When the cantilever is deflected due to the interaction

between the tip and the sample, a laser beam is also

deflected along a photodetector. The position of the

laser beam on the photodetector provides information

about the interaction between the tip and the sample

that can be used by a controller to perform closed-loop

control in a macroscale nanorobotic platform. Such

information can not only be used for generating an

image point by point but it also provides information

such as the force involved, etc. The latter would prove

to be useful to characterize the mechanical properties

of biological samples and in performing nanomani-

pulation tasks under robotic closed-loop control such

as the nanomanipulation of single DNA molecules for

instance [6].

Research and development of macroscale

nanorobotic systems have taken two main approaches

that could be referred to as desktop SPM-based plat-

forms and platforms based on miniature robots carry-

ing an SPM. Instead of bringing the samples to the

instrument as the former suggests, the latter proposes

to bring the instruments to the samples, allowing the

potential for higher throughput through parallelism
and enhanced scheduling or dispatching of each

instrumented miniature robots. The concept of

a nanorobotic platform relying on the dispatching of

SPM-based miniature robots to the samples was first

proposed and introduced with a robot known as the

NanoWalker [7, 8]. Photographs of the first prototypes

of the NanoWalker are being shown in the top section

of Fig. 3.

The NanoWalker project began in the late 1990s.

Equipped with three piezo-legs mounted in

a pyramidal fashion with the apex pointing upward,

the miniature robot could move with nanometer preci-

sion using approximately 4,000 steps per second

(being equivalent to the resonant frequency of the

robot). The maximum recording displacement speed

was approximately 200 mm/s. The final design of the

NanoWalker robot was equipped with an onboard

computer with infrared (IR) wireless communication.

It was powered through the legs when in contact with

a special power floor. Although it was designed to have

several types of SPMs, the initial design included only

an embedded STM. With an STM, the NanoWalker

robot although it could later be upgraded with an AFM

was not initially suited for bioengineering

applications.

This issue was corrected later with the MiCRoN

robot [9] (see bottom of Fig. 3) capable of maximum

displacement speed of 0.4 mm/s while being powered

with batteries or wirelessly using inductive coupling.
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The goal of this project was to make automated manip-

ulation with nanometer precision of micrometer-scaled

objects possible by these robots. Bioengineering appli-

cations included closed-loop force control for an

embedded AFM tool in cell manipulation [10].

But to date, demonstrations of bioengineering

applications for both types of macroscale nanorobotic

platforms are still relatively few. On the other hand,

efficient automatic micrometer scale manipulations in

bioengineering have been demonstrated for desktop

versions especially in autonomous cell injection [10]

where micromanipulation strategies required for

manipulating individual biological cells with

a microrobotic system capable of conducting auto-

matic embryo pronuclei DNA injection (cell injection)

were described. One of the main reasons explaining

that micromanipulation instead of nanomanipulation

has generally been applied more successfully in
robotics is the fact that autonomous nanoscale opera-

tions are much more challenging due in great part to

the accuracy required for successful operations coped

with the difficulty in gathering real-time visual feed-

back information for the essential closed-loop control

used in robotics.

To improve performance in gathering real-time

visual feedback information, SPM-based microscale

mobile nanorobots were placed in the vacuum chamber

of a scanning electron microscope (SEM) [11]. The

SEM electron beam was used to provide real-time 3D

positional information about the tool used for

nanomanipulation. Applications in bioengineering

were limited since the samples needed to be electri-

cally conductive and placed in a vacuum environment.

Living cells, tissues, and soft-bodied organisms usu-

ally required chemical fixation to preserve and stabi-

lize their structure.
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Non-Contact-Mode Macroscale Nanorobotics

Non-contact nanomanipulation is presently dominated

by optical trapping using optical tweezers. Optical

tweezers use the forces exerted by a strongly focused

beam of light to trap and move objects ranging in size

from tens of nanometers to tens of micrometers [12].

Since its introduction in 1986, the optical tweezer has

become an important tool for research in the fields of

physical chemistry, soft condensed matter physics, and

biology. Since optical tweezers apply loads in the order

of picoNewtons (pN) in a non-contact mode, it is

widely used in bio-nanomanipulation and mechanical

studies of very fragile biological samples. For instance,

single molecule manipulation combined with interac-

tion study of double-stranded DNA [13] is only one

example. Nanorobotic platforms relying on optical

tweezers generally operate in a manner to assist

a human operator. Furthermore, unlike SPMs, optical

tweezers are generally more difficult to integrate in

miniature robots and, hence, they are typically more

appropriate for desktop macroscale nanorobotic

platforms.
N

Microscale Nanorobotics in Bioengineering

Because of their overall dimensions, research and

development efforts for microscale nanorobotics

applied to bioengineering have been focus primarily

toward in vivo target therapeutic interventions and

diagnostics. Nanorobotic research and development

efforts for in vivo applications were initiated in great

part following the first demonstration of the MR-Sub

(Magnetic Resonance Submarine) project where an

untethered object was successfully navigated automat-

ically for the first time in the blood vessels of a living

animal [14] with the experimental data published in

2007. Although this field is relatively new, substantial

advanced experimental results have been recently

published, providing important insights about the

future possibilities for medical interventions in the

human body. But as shown in the following sections,

several types of microscale nanorobots have been and

still investigated for such bioengineering applications.

Artificial and Synthetic Microscale Nanorobotics:

An Introduction

Although both artificial and synthetic robots refer to

man-made robots, synthetic robots although artificial
often imply, unlike non-synthetic artificial robots, the

use of a chemical process to produce such robots.

Hence, synthetic microscale nanorobots can typically

be produced in large quantities at a relatively lower

cost compared to the production of non-synthetic arti-

ficial (later simply referred to as artificial) microscale

nanorobots.

The concept of integrating processes based on self-

assembly for the synthesis of synthetic microscale

nanorobots is an important yet critical aspect since

for many targeted nano-medical interventions, large

quantities of the so-called synthetic microscale

nanorobots produced at a relatively low cost would

typically be required, e.g., in targeted drug delivery

through the vasculature in cancer therapy. On the other

hand, one or a relatively small number of artificial

microscale nanorobots could be useful in other partic-

ular medical interventions.

But at these scales, one of the primary challenges

shared by both artificial and synthetic microscale

nanorobotics is power. Traditional onboard power sup-

plies such as batteries cannot be scaled at these levels

and therefore, two main approaches have been consid-

ered, namely, relying on an external source of energy

or harvesting energy from the environment. For artifi-

cial and synthetic microscale robots, the former has

been preferred where in most cases a magnetic field

gradient generated by electric coils and induced on the

microscale robots was used to create motion.

Synthetic Microscale Nanorobotics: Therapeutic

Magnetic Microcarriers (TMMCs)

The first untethered examples based on nanometer-

scale components and depicted in Fig. 4 that were

navigated through the blood vessels toward

a predefined target in a living animal using the same

method previously reported in Reference [14] with

a larger untethered device being propelled by magnetic

gradients have been recently described in Ref. [15].

Referred to as therapeutic magnetic microcarriers

(TMMCs), these untethered microscale agents were

synthesized to act like synthetic microscale nanorobots

as defined previously. Indeed, each TMMC had an

appropriate structure with a diameter of approximately

40 mm which was the most suitable dimension for

targeted liver chemoembolization in live rabbits in

these particular experiments. The structure was built

with a biocompatible and biodegradable polymer that

was able to hold all embedded components, namely,
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sive micro-entities that would be injected in the blood streams

without control, TMMCs (B-upper) are synthesized to be com-

patible and integrated within a robotic environment allowing

them to be controlled precisely as required to perform a given

task such as the precise controlled navigation and delivery of

therapeutic agent to a specific targeted location (C-upper versus

A-upper). In the lower section, photographs of the TMMC (B),

with image of the loaded drug (C), are shown with one of the

MNPs (A) allowing closed-loopMRN to be performed by induc-

ing the correct directional propelling force on the embedded

MNPs from MR-tracking information gathered from distortions

in the MRI homogeneous magnetic field caused by the same

MNPs (Reprinted from Ref. [15] with permission)
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the magnetic nanoparticles (MNPs) and the therapeutic

agent. The embedded MNPs allowed propulsion and

navigation of the TMMCs in the blood vessels by

inducing propelling force using magnetic gradients

generated by an upgraded clinical magnetic resonance

imaging (MRI) system, a method referred to as mag-

netic resonance navigation (MRN). The same MNPs

were also acting as MRI contrast agents and as such,

they enabled the TMMCs to be tracked by MRI, pro-

viding the possibility for feedback information

required to execute closed-loop navigation control.

Like other forms of robotic systems such as the ones

relying on a central computer to remotely control

a robotic arm or manipulator, this approach also relies

on computation to remotely control special agents

designed to perform a particular task. While the larger

and more familiar robots often use mechanical means

to embed functionalities (e.g., mechanical grippers),

microscale nanorobots for bioengineering would not

typically use mechanical parts and as such, they would

not appear as conventional robots as we know since
they rely more on less familiar fields such as nanotech-

nology and biochemistry to implement embedded

functionalities (e.g., with the use of antibodies instead

of mechanical grippers).

But with MRN, the propelling force induced

decreases with the quantity of magnetic material

embedded in the microscale nanorobots and hence,

larger magnetic gradients must be generated to navi-

gate smaller nanorobots efficiently in tinier blood

vessels. In an upgraded clinical MRI platform, an

approximate tenfold increase in magnetic gradients is

technologically feasible from conventional scanners,

increasing the typical 40 m-Teslas (mT) per meter (m)

3D gradients of many conventional MRI systems up to

approximately 400 mT∙m�1 in upgradedMRI scanners

(referred to as MRN systems, i.e., upgraded MRI scan-

ners for MRN operations). Despite the increase in

magnetic gradients, miniaturization of the microscale

nanorobots conceived for MRN-based interventions is

still limited to a few tens of micrometers in diameters.

To navigate in the microvasculature and in the tiniest
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artificial bacterial flagellum about half as long as the thickness of

a human hair. This one can swim at a speed of up to one body

length per second. (Image: Institute of Robotics and Intelligent

Systems/ETH Zurich) (Image reprinted with permission)
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blood vessels found in humans and required to

target deeper inside tumors, microscale nanorobots

with an overall diameter of approximately 2 mm are

required. Therefore, in order to compensate for the

limitation of generating larger magnetic gradients for

interventions in humans, other approaches have been

investigated.

Biologically Inspired Artificial Microscale

Nanorobotics: Artificial Bacterial Flagella (ABF)

One of the best known approaches to compensate for

the limitation in generating larger magnetic gradients

is referred to as artificial bacterial flagella (ABF)

where a good up-to-date review is given in Ref. [16].

ABF (one example is depicted in Fig. 5) are good

examples of biological-inspired artificial devices that

can act under computer closed-loop control. Indeed, in

nature, microorganisms swim in a low Reynolds num-

ber regime using a variety of techniques that differ

from macroscale swimmers. The most studied experi-

mental technique in micro- and nanorobotics due in

great part to the possibility in micro- and

nanofabrication technologies has been flagellated pro-

pulsion systems.

ABF typically rely on a rotating magnetic field

creating a torque instead of a pulling force as for

MRN to move the robot forward. Since creating

a torque requires much lower magnitudes of magnetic

gradients compared to pulling as done during MRN
operations, the gradients required could be decreased

to a few mT∙m�1 instead of a few hundred mT∙m�1.
But to date, no known experiments have been done yet

in the blood vessels using ABF. Although the approach

has advantages, several issues would have to be

addressed before being adopted for targeted interven-

tions through the human’s vasculature. Two critical

aspects are the biodegradation and response to the

immune system since once located deep in the

human’s body, possibility for recovery will be

unlikely. For the TMMCs described earlier, these

issues have already been resolved by using materials

that are biodegradable and biocompatible, and MNPs

with dimensions that already prove to be compatible

with the human’s immune system.

Another consideration for robotic operations is the

possibility of gathering positional feedback data for

closed-loop navigational control. The spatial resolu-

tion of all medical imaging modalities is too low for

detecting a robot or an aggregation of robots with

overall diameters of only a few micrometers or a few

tens of micrometers, respectively, due to the space

available in the microvasculature. X-ray systems

have among the best spatial resolution to image inside

humans (approximately 300 mm), but they will fail to

detect and hence track microscale nanorobots operat-

ing in the microvasculature such as in capillaries.

Although MRI has typically a slightly lower spatial

resolution than X-ray, the microscale nanorobots can

be made such that the embedded magnetic particles

would create a magnetic field distortion much larger

than the robot itself and large enough to be visible with

MRI. Past studies have shown that a single magnetic

object as small as 10 mm could be detected inside the

human’s body using MRI. But because MRI scanners

have a high homogeneous magnetic field referred to as

the B0 field (1.5 T or 3 T inmost clinicalMRI scanners)

along a given direction, the shape of the robots must

ideally be isotropic such as the spherical shapes of the

TMMCs depicted in Fig. 4. For instance, the B0 field

would induce a directional torque on ABF if operated

inside a MRI scanner such that they will always point

to the same direction during the entire intervention

and, hence, making directional control or steering for

targeting purpose impossible. On the other hand,

because of the spherical shape of each TMMC,

steering in all directions is not an issue. But one fact

remains true is that, up to now, TMMCs are still too

large to be navigated in the microvasculature and, as
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such, the idea of using a propulsion method suitable for

low Reynolds hydrodynamic conditions, such as fla-

gella-based propulsion allowing for the implementa-

tion of smaller untethered devices, is still a valid and

promising approach.

Natural Microscale Nanorobotics: Bacterial

Nanorobots

One strategy that was recently considered in

nanorobotics was to harness what nature provides

instead of mimicking it using modern technologies.

An example that showed its potential through experi-

mentations conducted in the blood vessels of living

mice is the use of MC-1 flagellated magnetotactic

bacteria (MTB) acting as bacterial nanorobots or nat-

ural microscale nanorobots [17]. Although most peo-

ple would see this bacterium as a simple living

microorganism, in an engineering point of view, this

microorganism can be considered as a sophisticated

robot with a very effective embedded propulsion sys-

tem and control interface. The possibilities of com-

puter closed-loop control of these MTBs compared to

potential far-futuristic artificial nanorobots can be

appreciated by observing the example of a tiny pyra-

mid being built one component at a time by a swarm of

approximately 5,000 MC-1 flagellated bacteria

(see Fig. 6).
As depicted in the upper-right corner of Fig. 6, the

cell of the MC-1 bacterium is spherical in shape and

measures between 1 and 2 mm in diameter, making it

ideal for navigation in the tiniest blood vessels found in

humans. Each cell has two flagella bundles providing

a thrust force exceeding 4 pN, making it a serious

candidate for operations in the human’s microvascula-

ture. This value is also relatively high compared to

other known species of flagellated bacteria character-

ized with a typical thrust force in the range of

0.3–0.5 pN. This allows the MC-1 bacteria to swim

in water and human’s blood at speeds often exceeding

200 mm/s. This is a very high speed when we know that

the swimming speeds of other well-known species of

flagellated bacteria in the same conditions are

�30 mm/s. Maximum displacement speeds of

�300 mm/s and corresponding to �150 times its

cell’s length for a relatively large proportion of the

MC-1 bacteria samples have also been recorded

experimentally.

Unlike most bacteria that are based on chemotaxis

to detect nutrient gradients and hence influence their

motility, the direction of displacement of MTB with

their chain of magnetosomes, which are membrane-

based MNPs that act like an embedded nano-compass,

can be influenced by a directional magnetic field,

hence allowing for magnetotaxis-based control by
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inducing a directional torque on the same chain acting

as a nano-steering system. Since this magnetic nano-

compass is extremely sensitive, an extremely lowmag-

nitude magnetic field is required to influence their

directional motions.

Since the same MNPs used for directional control

also act as MRI contrast agents, it was shown that

a sufficiently large aggregate of MTBs can be detected

using a clinical MRI scanner. But as for the ABFs,

MTBs cannot change direction while operating in the

MRI scanner. But unlike artificial or synthetic micro-

scale nanorobots, these microorganisms do not need

real-time closed-loop navigation control but rather

computer guidance for determining their positions

using MRI at relatively long time intervals in order to

guide them toward the targeted site. Indeed, MTBs

when encountering an obstacle will not require real-

time closed-loop navigation control to direct them

around the obstacle as an artificial robot would, but

they will typically swim without any external control

around obstacles and toward the direction indicated

through magnetotaxis using a special platform named

a magnetotaxis system, a platform located outside the

MRI scanner. This self-contact avoidance capability is

a significant advantage compared to artificial versions

since real-time closed-loop navigation control is not

possible in these regions considering that the micro-

vasculature cannot be imaged due to a lack of spatial

resolution in existing medical imaging modalities.

Nonetheless, although these bacteria can swim effi-

ciently in the microvasculature, they are ineffective

in larger blood vessels such as the arteries and the

arterioles where blood flow velocities are too high.

Hence, a mean of transport is needed to bring such

bacterial nanorobots from the injection location in an

artery to the entrance of the microvascular network.

Hybrid Microscale Nanorobotics: Bio-nanorobots

One solution that is under study for the transport of

bacterial nanorobots toward the microvasculature is

the use of microscale liposomal transporters. Already,

such transporters with diameters of a few tens of

micrometers have been synthesized with free swim-

ming MC-1 bacteria inside. Although not tested yet

in a living animal, these liposomal microscale

transporters can be synthesized with MNPs acting

as propulsion engines and for MRI-based tracking

for MRN operations. This is a perfect example of

hybrid microscale nanorobots where biochemistry
and biology are used in their implementations. Since

biological components are also used, they could also

be referred to as bio-nanorobots. Bio-nanorobots could

also refer to artificial or synthetic robots relying on

nanostructures such as MNPs being functionalized

with biomolecules. Indeed, often in targeted therapeu-

tic or diagnostic applications, microscale nanorobots

would be functionalized, i.e., they will be coated with

molecular components, e.g., antibodies, that have

specificity for the targeted cells such as specific can-

cerous cells. Functionalized hybrid or bio-nanorobots

could not only help achieving more retention when

coming in contact with the targeted cells for targeted

therapies, but functionalized microscale nanorobots

could also be potentially useful in targeted diagnostics

as well.
Conclusions

The two main forms of nanorobotic platforms for prac-

tical applications in bioengineering are the macroscale

nanorobotic platforms and the microscale nanorobotic

platforms which are mainly dedicated to biology and

in vivo medical interventions, respectively. Macro-

scale nanorobotic systems rely mainly on AFM for

contact-mode nanomanipulation and studies of biolog-

ical samples while optical tweezers are the mostly used

for non-contact applications. Microscale nanorobots

can be artificial, synthetic, or natural. Synthetic ver-

sions called TMMCs based on biodegradable polymer

and MNPs and capable of releasing therapeutic agents

have already been navigated to target sites in live

animals using an upgraded clinical MRI scanner but

the miniaturization of these synthetic carriers is limited

to a few tens of micrometers in diameter due to limi-

tation in increasing magnetic gradients beyond approx-

imately half a Tesla for human subjects. To

compensate for such limitation, artificial versions

called ABF using a rotary magnetic field to induce

a torque to mimic the flagellum of bacteria have been

proposed. Although the magnitude of the magnetic

gradients could be reduced significantly, several issues

would need to be resolved before ABFs can be used for

in vivo interventions in the blood vessels. Instead of

a bio-mimetic artificial version, another strategy relies

on harnessing natural bacteria and more specifically,

the MC-1 flagellated magnetotactic bacteria. But the

latter would need to be encapsulated in special
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microscale carriers for many target medical interven-

tions. As such, hybrid microscale nanorobots are likely

to play an important role in medical interventions

conducted deeply in the vasculature, especially hybrid

functionalized nanorobots.

This chapter only provides a quick overview of the

present state of the art for nanorobotics in bioengineer-

ing, and for more details, the readers should consult

adequate literature. Although macroscale nanorobotics

platforms are presently more mature than microscale

nanorobotic systems and techniques, the latter field is

progressing at a very fast pace and research in this field

may soon look at developing nanoscale nanorobots as

needed to transit through the blood–brain barrier

(BBB).
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Definition

Three-dimensional helical nanostructures, such as car-

bon nanotube coils (CNTs) [1], zinc oxide helical

nanobelts [2], and rolled-up helical nanostructures

[3–7] (Fig. 1 [5, 8–10]) have attracted intensive

research interest because of their potential applications

in nanoelectromechanical systems (NEMS) as springs,

electromagnets, inductors, resonators, sensors, and

actuators [11–14]. These NEMS will serve as the

tools for fabricating future nanorobots, and in the

meantime basic components constructing those

nanorobots. Three-dimensional helical nanostructures

could be manipulated and characterized by the

nanorobotic tools, which could be a good candidate

for fascinating applications, such as, mass sensors in

femto-gram ranges, force sensors at pico-Newton

scales, and resonators at GHz ranges.
Physical and Chemical Properties

Bottom-up Fabrication of Helical Nanostructures

Top-down and bottom-up nanofabrication strategies

are being independently investigated by various re-

searchers to realize helical nanostructures. Bottom-up

strategies are assembly-based techniques, resulting in

controllable nanopatterns at large scales, such as

carbon nanotube coils [1], silica nanosprings [15],

and SiC nanohelices [16]. For example, helical
nanostructures of semiconducting zinc oxide (ZnO)

were grown using a vapor-solid process. A rigid struc-

tural alteration, as a result of superlattice formation

[17], gives rise to the formation of a helical structure,

either left-handed or right-handed, as shown in Fig. 2.

The diameters, widths, and pitch distances of the

nanohelix range between 300–700, 100–500, and

500–2,500 nm, respectively. The length of the

as-fabricated ZnO nanohelix can be as long as

100 mm and the thickness of the helical ribbon is less

than 20 nm [17].
Top-down Fabrication of Helical Nanostructures

Top-down approaches are based on conventional

fabrication process, including nanolithography,

nanoimprinting, and chemical etching. Nanocoils are

created through a top-down fabrication process in

which a strained nanometer-thick heteroepitaxial

layer of semiconductor compounds curls up to form

3-D structures [4]. Using GaAs-InAs bilayer as an

example, when the basic bilayer film is released from

an InP substrate by selective etching, the elastic forces

of two layers are oppositely directed, generating

a nonzero moment of forces, therefore its top layer

contracts and its bottom layer expands, causing the

film to curl and roll up [4]. The preferential direction

for the film to roll up depending on the orientation of

a mesa stripe on the substrate, either tube-like or heli-

cal nanobelts, can be formed [5]. A helical geometry

based on the bilayer SiGe/Si can be achieved through

this process (Fig. 3) [9]. The gray arrows indicate the

< 100 > directions, that is, the smallest Young mod-

ulus direction on a < 001 > substrate, in which the

bilayer will start to roll up when it has been freed from

the substrate. Several techniques have been proposed

to improve the control over the fabrication process in

terms of the resulting length, shape, and orientation of

structures. It has been demonstrated that the

misaligned angle between the stripe and etching direc-

tion and the edge effect of the helical-shaped ribbon

are crucial to determine the chirality and pitch of

a helical nanobelt [5, 9]. Moreover, various materials,

such as metal, dielectrics, and polymers, can be inte-

grated into the helical nanobelt by thin film deposition

and lithographic patterning [9]. It is worthy of note

that nanohelices with a minimum diameter of 7 nm

were obtained using 6-monolayer-thick InGaAs/GaAs

bilayers [4].
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nanostructures. Bottom left is
reproduced with permission

from ref. [8], (Copyright 2003

APEX/JJAP. The others are in

courtesy of L. Zhang and D.

Gr€utzmacher)

N 1716 Nanorobotics for NEMS Using Helical Nanostructures
Key Research Findings

Nanorobotic manipulation [18] enables property char-

acterization to be performed after intermediate pro-

cesses, and in situ characterization can be performed

using manipulation rather than conventional static

observations. Nanorobotic approach extends the lower

limit of robotic manipulation to the dimension of nano-

meters, and it paves the way for the design and fabrica-

tion of nanocomponents having applications in NEMS.

Mechanical Properties of Helical Structures

By in situ manipulation using a nanoprobe, mechanical

properties of various helical structures have been inves-

tigated, such as superlattice-structured ZnO nanohelices,

carbon nanocoils, and rolled-up nanosprings [11, 12, 14].

It is found that the superelasticity (shape memory) of

superlattice-structured ZnO nanohelices enables the

nanohelix to recover its shape after an extremely large

axial stretching and compressing,which could be of great

interest for fabricating nanoscale elastic energy storage in

microelectromechanical systems (MEMS) and NEMS.

The manipulation experiments of rolled up helical

nanostructures can be performed by a nanomanipulator

and an atomic force microscope (AFM) cantilever inside

a scanning electron microscope (SEM). The nanohelix

was picked up bywelding its one end using platinum (Pt)

deposition onto the tip of a tungsten nanoprobe, and the
mechanical deformation was recorded via extending or

compressing the nanohelix using the nanoprobe. As a

result, its spring constant can be increased continuously

for up to 300–800%.

In Fig. 4a, b, it is evident that the welded nanohelix

can be pulled to an almost straightened shape, with its

twist cycles preserved. Next, the welded nanohelix is

released and started to restore its original shape, as

shown in Fig. 4c. With comparison to the initial

nanohelix dimensions in Fig. 4a, it indicates that the

nanohelix has an almost identical dimensionality

including pitch and radius, suggesting a complete elas-

tic recovery from stretching. Similar mechanical

behavior, that is, the superelasticity (shape memory)

behavior, has also been observed when applying a

compression load on the welded nanohelix (Fig. 4d,

e). The spring constant of ZnO nanohelices is in

a range of 0.07–4.2 N/m, and the transverse fracture

force is in the micro-Newton range [12, 17].

Nanomanipulators can also be used to carry out the

mechanical characterization of rolled-up helical struc-

ture. A probe picked up an InGaAs/GaAs nanospring

and attached it to the AFM tip (Fig. 5a, b). Then,

a tensile force was applied to the nanospring, while

continuous SEM images were taken to detect the AFM

tip displacement and the nanospring deformation.When

the tensile force was increased dramatically, the attach-

ment between the nanospring and the AFM cantilever
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Fig. 2 Initiation and formation process of a nanohelix.

(a) Low magnification SEM image of a ZnO nanohelix showing

its starting point and finishing end. (b) A three-dimensional (3-D)

schematic model of a nanohelix, showing its initiating point and

finishing end. The periodicity of the superlatticesmay result in the

formation of periodic piezoelectric domains (Reproduced with

permission from ref. [17], Copyright 2005 AAAS)
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Fig. 3 Illustration of the effect of the angle between the mesa

stripe and preferred <100> etch direction (gray arrows) on

the formation of rings or helices with right- and left-handed
chirality. The thickness of the SiGe/Si/Cr ribbons and the diam-

eter of the helices are 40 nm and 3 mm, respectively (Reproduced

with permission from ref. [9], Copyright 2006 ACS. Reproduced

with permission from ref. [5], Copyright 2005 IOP)
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broke, and the nanosprings returned to their initial shape

at the zero-displacement position. From the displace-

ment data and the known stiffness of the AFM cantile-

ver, the tensile force acting on the nanosprings versus

the nanospring displacement was plotted (Fig. 5c). For

the nanospring, an overall elastic strain of 48% was

measured when the attachment to the AFM tip broke.

Ultra-flexible rolled-up Si-based nanospring with

a spring constant of 0.003 N/m was also reported

which exhibits long-range linear elasticity (with ca.

189% relative elongation) and excellent mechanical

stability [19]. The rolled-up structure is promising for

use in electromechanical sensors, such as force or pres-

sure sensors, because of intrinsic piezoresistive and

piezoelectric properties of these materials.
Linear-to-Rotary Motion Converter

The conversion between various forms of motions will

play an important role in future NEMS applications.

Among various nano building blocks, 3-D helical

nanostructures, for example, dual-chirality helical

nanobelts (DCHNBs), could realize conversion

between linear and rotary motion [20]. As schemati-

cally shown in Fig. 6a, the motion converter consists of

a DCHNB with a left-handed and a right-handed part.

By linearly stretching both ends of the DCHNB, the

central part was mobilized in rotary motion; allowing

for linear-to-rotary motion conversion, which has not

been previously demonstrated in other nanostructures.

With an extended arm, the output can be linear (small

displacement) or rotary (large displacement) motion,

as seen in Fig. 6b. When a tensile force F is applied to

the DCHNB, it elongates and rotates about the unwind-

ing direction.

To implement and characterize motion converters,

experimental investigations have been performed in

the SEM using a nanomanipulator equipped with

a tungsten probe and an AFM cantilever. Manipulation

of an as-fabricated DCHNB was performed by cutting

the lower end of the DCHNB shown in Fig. 7a.
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Fig. 4 Manipulation process

of a nanohelix during axial

stretching and compressing.

(a) One end of a nanohelix was

welded with Pt onto a tungsten

nanoprobe. (b) A SEM image

shows the extremely stretched

nanohelix. (c) A complete

restoring of the nanohelix

shape after releasing.

(d, e) Compressed

deformation process of

a nanohelix induced by the

nanoprobe. Both stretching

and compressing suggest the

superelasticity behavior

(Reproduced with permission

from ref. [12], Copyright 2006

ACS)
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A “sticky” probe was then prepared by dipping

a tungsten probe (Picoprobe, T-4-10-1 mm) into a

silver tape and attached on the lower end of the

DCHNB. Rotation was then generated in the central

part by moving the probe downward (Fig. 7b–e).
Examples of Application

A fundamental application of the rolled up nanohelix is

the 3-D microscopy based on the linear-to-rotary
motion conversion [20], in which samples are rotated

so that different views are exposed to light, electron

beams, or focused-ion beams (FIBs). Due to their

extremely compact size, the dual-chirality helical

nanobelts are well suited to serve as rotary scanners

for creating 3-D scanning probe microscope (SPMs),

rotary stages for a microgoniometer for observing an

object from different crystal surfaces, and components

of nanomachines.

Figure 8 shows 3-D imaging of a pollen grain. The

pollen grain is picked up by a Picoprobe and attached
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Fig. 5 Mechanical

characterization. (a, b) Break

and pick up nanospring and

attach it to AFM tip.

(c) Simulation and

experimental results of axial

force versus nanospring

displacement (Reproduced

with permission from ref. [14],

Copyright 2006 ACS)
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Fig. 6 Motion converter

based on the dual-chirality

helical nanobelts (DCHNB).

(a) Linear-to-rotary motion

converter using a DCHNB.

(b) Transmission converting

linear motion to extended

linear (small displacement)/

rotary (large displacement)

motion (Reproduced with

permission from ref. [20],

Copyright 2009 IEEE)
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to the DCHNB. The motion converter has been char-

acterized before loading the sample. Figure 8a–d

shows that the sample rotates counterclockwise (top

view) for approximately 180� when releasing the

extended DCHNB. Figure 8e–h shows further

stretching of the DCHNB, and the sample rotates

clockwise (top view) for another 180�. It can be seen

that the different aspects of the sample can be exposed
to the electron beam simply by extending or releasing

the DCHNB with a small displacement. Further possi-

bilities for this converter include goniometry for

a transmission electron microscope (TEM), tomogra-

phy for a SEM or a TEM, and 3-D SPM. By integrating

in the fabrication processes of DCHNBs, rolled-up

spirals can serve as claws for holding relatively large

samples [6].
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Using Helical
Nanostructures, Fig. 7 In

situ characterization of motion

conversion using nanorobotic

manipulation. (a) One end of

an as-fabricated DCHNB is

cut and attached to a “sticky”

probe. (b, e) Rotation of the

central part while moving the

probe downward (Reproduced

with permission from ref. [20],

Copyright 2009 IEEE)
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Fig. 8 Three-dimensional microscopy of a pollen grain. (a–d)

When releasing the extended DCHNB, the sample rotates

counterclockwise (top view). (e–h) When stretching further the

DCHNB, the sample rotates clockwise (top view) (Reproduced
with permission from ref. [20], Copyright 2009 IEEE)
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Definition

Nanoscale printing refers to the patterning of surfaces

in two or three dimensions with at least one feature on

the submicron length scale. The printing techniques

may resemble macroscopic printing, in which a

material, or ink, is transferred to a substrate by a

stamp or a stylus. However, nanoscale printing may

also refer to embossing or molding processes, in which

topographical features are transferred from a three-

dimensional mold to a surface by either elevating

or depressing areas or by the addition of material.

For the case of patterning features in three dimensions,

two distinct outcomes are possible: the features

generated can remain connected by an underlying

layer of material, yielding an embossed film or, alter-

nately, the molded features can be free of the

connecting layer, yielding discrete particles. Arrays

of features have been used to direct the assembly of

materials for applications in molecular electronics,

genetic analysis, and disease detection. Particles gen-

erated by these methods have found a myriad of uses,

including those in drug delivery and biomedical

imaging.
Overview

Methods used to generate nanoscale structures are

generally divided into “top-down” and “bottom-up”

approaches. In bottom-up approaches, features are

generated from the atomic or molecular level to the

supermolecular or macroscopic level and utilize inter-

actions between molecules or particles to achieve two-

or three-dimensional structures [1]. For top-down

methods, materials are processed at the desired size

scale, with external forces directing the material to

form the desired architecture. The development of

nanoscale printing methods for drug delivery and

imaging applications have been enabled by the

remarkable developments in the semiconductor

industry over the last 50 years to reduce feature sizes

in order to increase the number of transistors in

a microchip [2]. Now these top-down technologies

are poised to be exploited for benefit in a variety of
new industries, especially in the life sciences and

energy sciences fields.
Patterning Surfaces

Two complementary nanoscale printing techniques

have emerged for the transfer of reagents, both chem-

ical and biological to a surface: techniques based on

scanning probe microscope-based lithography (SPL)

and soft lithography-based techniques. Based on the

development of scanning probe microscopy in the

1980s, SPL nanofabrication techniques have emerged

that exploit the use of the tip of the scanning probe to

manipulate matter on a surface. These methods offer

the advantage of extremely high resolution as these

probes are capable of manipulating individual atoms

or molecules. However, this typically requires high

vacuum and temperatures which approach absolute

zero, and is not readily scalable for patterning of

large areas [2]. While these methods represent power-

ful tools for high-resolution patterning over a small

area, probe tips were not used in a printing method

until the advent of dip-pen nanolithography (DPN) in

1999 [3].

Patterning with Dip-Pen Nanolithography

Using an “ink”-coated atomic force microscope

(AFM) tip as a stylus, DPN is a direct-write method

in which soft or hard materials can be deposited to

a surface with sub 50 nm resolution [3]. Developed in

the Mirkin laboratory at Northwestern University in

1999, DPN relies on humidity to cause the spontaneous

formation of a meniscus between the AFM tip and the

surface (Fig. 1). The ink is deposited along this menis-

cus, with the deposition rate dependent upon factors

such as the nature of the ink, the contact time between

the tip and the substrate, and the coverage of the ink on

the AFM tip. The first example of DPN deposited an

alkanethiol onto a gold substrate, with the strong inter-

actions between the gold substrate and the thiol over-

coming the weaker interaction between the tip and the

thiol to drive the formation of patterns on the surface.

A variety of metallic, semiconducting and insulating

substrates have been used with DPN [3]. The technique

has proven to be quite versatile with respect to

the composition of the ink; structures have been

formed from organometallics, polymers, colloidal

nanoparticles, metal ions, and a range of biologicals

http://dx.doi.org/10.1007/978-90-481-9751-4_100506
http://dx.doi.org/10.1007/978-90-481-9751-4_100572
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Nanoscale Printing, Fig. 1 A schematic showing the dip-pen

nanolithography (DPN) technique. In DPN, ink molecules are

transferred from the tip of an atomic force microscope stylus to

a surface through a water meniscus
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including DNA, proteins, peptides, and affinity tem-

plates which allowed for the subsequent immobiliza-

tion of viruses [2].

A primary application of DPN techniques is the

generation of biological nanoarrays for the study of

cellular genetics and rapid screening of diseases. DPN-

generated nanoarrays of an antibody have been used to

screen for the human immunodeficiency HIV-1 virus

antigen in serum samples. This study demonstrated

an increase in detection limits of orders of magnitude

over conventional enzyme-linked immunosorbent

assays [3]. Nanoarrays generated in this way have

advantages of holding 104–105 more features

than conventional microarrays, offering the opportu-

nity for either decreased sample volume or for

the screening of a larger number of targets per

experiment.

While printing with a single AFM tip over large

areas would be impractically slow, massively parallel

arrays of cantilevers have been fabricated to increase

the throughput of the technique. Arrays with as many

as 1.3 million cantilevers have been microfabricated

toward this end, increasing the throughput by four

orders of magnitude. A number of variations to DPN

have emerged to broaden the applicability of the

technique, with modification of the tips a common

theme. Coating the AFM tip with a silicone polymer

increases the amount of ink that can be loaded to

the tip, allowing for printing of larger areas. The

inclusion of microfluidic channels to deliver ink to

the tips, termed nanofountain pen (NFP) probes,

ensures a constant supply of ink to the surface.

Features with greater than 50 nm resolution have

been printed with NFP probes. The technique also

serves to keep the ink molecules solvated, an aspect

which can be critical for biological applications.
Heating of the AFM tip (thermal DPN) can allow for

deposition of insoluble ink molecules that are solids at

room temperatures.

Patterning with Soft Lithography Techniques

Pioneered in the 1990s in the Whitesides laboratory at

Harvard University, soft lithography begins with the

generation of a rigid template which is used to generate

an elastomeric mold or stamp which replicates the

three-dimensional shape of the original template. Mas-

ter templates are typically prepared by photolitho-

graphic techniques, which were pioneered in the

electronics industry. The molds of these master tem-

plates are typically generated from poly (dimethyl

siloxane) (PDMS), although polyurethanes, polyam-

ides, perfluoropolyethers, and natural polymers such

as agarose have been used for this purpose. To fabri-

cate the mold, the desired polymer is poured onto the

master template and cured, generating a relief structure

with the raised portions of the stamp defining the

pattern to be transferred.

Microcontact printing (mCP) is the process by

which the mold is used as a stamp after it is coated

with an ink, and subsequently brought into contact

with a substrate to transfer the ink (Fig. 2). The ink

transfers from the stamp by chemisorption or

physisorption to the surface. While alkanethiol inks

transferred to a gold substrate are, perhaps, the most

common usage of mCP, the technique has also been

used to pattern proteins, DNA, cells, colloids, and

polymers [4] onto a variety of surfaces. The flexibility

of the elastomeric stamp allows for conformal atomic

level contact to be achieved on flat and curved sur-

faces, and over large stamp areas. The mCP technique

has advantages as it is low-cost, is high-throughput and

is easy to use which has earned it popularity as a tool

among researchers. While the low cost of the elasto-

meric molds has rendered mCP accessible to

researchers in many fields, there are some limitations

to the technique. Patterns are determined by the orig-

inal master template, so that each stamp can only

produce one pattern. The mechanical properties of

the stamp can limit the flexibility of the design;

features spaced too widely (> 20 times the feature

height for typical PDMS) or with aspect ratios outside

of the 0.2–2 range can cause defects from deformation

of the stamp [2]. Stamping of features smaller

than 150 nm is a challenge using conventional

methods, though features as small as 80 nm have



Nanoscale Printing, Fig. 2 A schematic for microcontact

printing (mCP). (a) The fabrication of a mold (top to bottom).
The mold material (gray) is poured onto a master template with

topographical features (black). The liquid mold materials solid-

ifies and is removed from the master template, producing a mold

with the inverse of the features found on the master template. (b)

The mCP process (top to bottom). The elastomeric mold is coated

with a chemical ink (red). Ink is transferred to the surface by

contact to the raised features of the mold
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been prepared by using DPN to modify the surface of

a flat stamp to passivate surrounding areas with

a perfluorinated monolayer.

Nanotransfer printing (nTP) is the process of trans-

ferring a thin solid film from a nanoscale-featured

stamp to a substrate. In this case, the stamp can be

either rigid or flexible and the material transferred is

typically a metal. In a typical process, the stamp is

coated with a thin film (e.g., 20 nm of gold) and

brought into contact with the desired surface. The

film can transfer from the stamp by a number of

methods, including binding to reactive self-assembled

monolayers (SAMs) like alkanethiols, cold welding

between two metal layers, or condensation between

silanol or titanol groups [5]. Applications for nTP-

derived structures are typically electronic in nature,

including organic thin film transistors, capacitors, and

electrostatic lenses. Features as small as 70 nm have

been fabricated with nTP.

The recent innovation of polymer pen lithography

(PPL) in 2008 combines many of the advantages of

mCP and DPN by using an elastomeric array of tips to

print a pattern. With PPL, a PDMS stamp consisting of

an array of tips is affixed to a piezo scanner and

delivers an ink with spot sizes from 65 nm to over

10 mm determined by varying the force and time over

which the ink is delivered [6]. The elastomeric arrays

of PPM pens, which can contain as many as 10 [8]

pyramid-shaped tips, are made from a master prepared

by traditional photolithographic techniques. The cost
of preparing new arrays of tips is greatly reduced for

PPL compared to DPN, with the cost of a new PPL

array estimated at less than $1 after the fabrication of

the initial master template [2]. The resulting arrays are

transparent, allowing for registration of the cantilevers

with previously printed features. The master template

used to generate the arrays can be filled by injet print-

ing, allowing it to be used as an array of inkwells with

which the array of tips is perfectly aligned. The entire

elastomeric array absorbs ink, acting as a reservoir and

allowing for printing over large areas without reinking.

Molding and Embossing Methods

The molding process involves pouring a liquid precur-

sor onto a nanopatterned template and curing or solid-

ifying it into a solid which replicates the original

features. Molding features on the nanoscale can be

performed with both hard and soft molds. This is the

basis for techniques such as step-and-flash imprint

lithography (SFIL), replica molding (RM), and pattern

replication in non-wetting templates (PRINT).

Embossing or imprinting methods use a mold to trans-

fer features to an initially flat polymer film. Embossing

methods include nanoimprint lithography (NIL),

solvent-assisted micromolding (SAMIM), and PRINT.

Hard molds have been fabricated out of quartz,

silicon, and metals, though quartz and silicon are the

most commonly used. Features as small as 10 nm have

been transferred into silicon, while quartz molds have

a minimum size of 20 nm [4]. Though soft molds are



Nanoscale Printing, Fig. 3 A schematic for step-and-flash

imprint lithography (SFIL). From top to bottom: A UV transpar-

ent quartz mold (gray) is brought into contact with a thin coating
of a prepolymer solution (red) on a surface. The prepolymer is

exposed to UV light through the quartz mold, leaving a patterned

polymer surface after removal of the mold. An etching step

removes the thin layer of polymer which connected the raised

features
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less costly and easier to fabricate, rigid molds offer

several advantages over softer molds. Rigid molds will

show little deformation over large areas with the pres-

sures required for embossing. Hard molds are stable at

the temperatures required for cross-linking polymer

precursors and are chemically inert to them. Release

of the mold from the patterned substrate can be diffi-

cult, depending on the surface properties of the mold

and the molded polymer, and release coatings of

fluoroalkyl silanes are typically linked to the mold

surface to facilitate release. Quartz substrates are trans-

parent to UV light and visible light, while silicon is not,

allowing for photochemical cross-linking of

prepolymer with quartz molds.

Step-and-Flash Imprint Lithography

Step-and-flash imprint lithography replicates the

topography of a quartz mold using a photocurable

prepolymer solution as the molded material at room

temperature using low applied pressure. The

prepolymer solution consists of a monomer and

a photoinitiator with hardening of the material pro-

ceeding by free-radical polymerization upon exposure

to UV light. An important consideration for complete

filling of the mold is the viscosity of the prepolymer, or

monomer, solution; low molecular weight monomers

are used due to their low viscosity (<5cPs) which

allows for complete filling of the mold features. The

quartz mold is pressed down onto a substrate which is

coated with a liquid prepolymer and cured with UV

light. While the mold features fill completely, they

remain connected by a thin residual layer of cured

monomer. This layer can be removed by an etching

process (such as reactive ion etching), yielding discrete

features on the substrate (Fig. 3).

The quartz molds used in SFIL are typically coated

with a release layer to facilitate release of the mold

from the cured polymer and to increase the lifetime of

the mold. Failure of the mold to release cleanly can

result in broken mold features, which adds to the cost

of this technique. The first reported coatings were

fluorinated silanes, which provided a mold lifetime of

less than 100 uses. Newer coatings have extended this

lifetime to the patterning of over 1,500 substrates [4].

In addition to the generation of patterned surfaces,

SFIL can be used to generate polymeric particles. In

this case, after the etching step removes the connecting

layer from between the particles, a subsequent step

provides release of the cured polymer from the
substrate. Particles can be removed by physical agita-

tion or by dissolution of a sacrificial surface coating

(i.e., poly vinyl alcohol) on the initial substrate. While

the etching process, which involves exposure to an

oxygen plasma, could be considered quite harsh, the

biological activity of a protein encapsulated in SFIL

particles was maintained after 20 s of exposure to

plasma [7]. SFIL particles have potential for use in

drug delivery, as particles containing an enzymatically

degradable peptide sequence and carrying a DNA plas-

mid cargo were fabricated and demonstrated success-

ful cargo release in an in vitro experiment [8].

Nanoimprint Lithography

Nanoimprint lithography (NIL) involves the transfer of

a pattern from a rigid stamp to a polymer film via

application of pressure at temperatures above the
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glass transition temperature of the polymer. The

typical mold material is silicon with features as small

as 5 nm patterned. While NIL is typically used to

pattern polymers, biomolecules have also been

successfully patterned. High pressures and tempera-

tures are required with NIL, putting stress on the

molds and limiting their lifetime to �50 imprints.

The high viscosity of many of the polymers selected

for patterning is another issue with this technique.

Low molecular weight polymers may be desirable

due to their lower viscosities and relative ease of

processing [9].

Imprint Lithography

Soft, or imprint, lithography generates elastomeric

molds from rigid substrates and uses the molds to

replicate the original topographical features. Imprint

lithography methods were first seen as a low-cost,

high-resolution alternative to photolithographic tech-

niques for the replication of patterns in the micro- and

nanoscales. The typical mold materials have included

cross-linked poly (dimethyl siloxane) (PDMS or sili-

cone) or perfluorinated polyethers which have low

toxicity, are extremely flexible, and have low surface

energies, all of which make them excellent materials

for molding applications.

Replica Molding

The replica molding (RM) process consists of transfer-

ring the topographical pattern of a master template to an

elastomeric mold (typically made from poly (dimethyl

siloxane) (PDMS)) which is in turn used to transfer the

pattern to a liquid which is cured, or solidified, in

contact with the mold. Molded materials can be photo

or thermally curable, though there are limitations.Many

low molecular weight monomers display some solubil-

ity in PDMS, causing the mold to swell and limiting the

molding process. Molded materials include polymers,

gels, precursors to ceramics and carbons, luminescent

phosphors, salts, and colloids [5]. The use of the soft

PDMS mold allows for molding of non-flat surfaces, an

advantage over hard template molding techniques.

While molds may only remain viable for approximately

20 replications, the mold material is inexpensive and

many molds can be prepared from a single master

template. Replication of the high-cost master templates

in a low-costmaterialmakes this technique accessible to

a broad range of researchers.
Replica molding in PDMS has transferred features

as small as 3 nm wide structures with 0.5 nm vertical

deflections. Based on the physics of van der Waals

interactions, the theoretical ultimate size limit for

molding with PDMS is less than 0.5 nm. Another

advantage of PDMS is the low surface energy of the

material, which promotes facile release from the mas-

ter template as well as the patterned surface. The

PDMS mold surface can be modified to tailor the

hydrophilicity; treatment with oxygen plasma and

with fluorosilane have been explored to increase

or decrease hydrophilicity, respectively. Changing

the surface properties of the mold has implications

in wetting and filling of the mold as well as mold

release [8].

One limitation of RM techniques is difficulty in

eliminating the thin layer of material which connects

the patterned features, called a flash layer. While this

layer can be etched away generating isolated structures

or free particles, as in the case of SFIL, exposure of

biological or otherwise sensitive materials to this harsh

condition is thought to be undesirable due to the risk of

degradation. However, there are many examples of

particle replication using PDMS molds. Particles

were generated from thermoplastics, thermosets, and

hyperbranched polymers, though these were all on the

micron size range and the generation of nanoparticles

remains a challenge.

PRINT

The particle (or pattern) replication in non-wetting

templates (PRINT®, Liquidia Technologies) tech-

nique, developed in the DeSimone laboratory at the

University of North Carolina at Chapel Hill and com-

mercialized by Liquidia Technologies, has extensively

focused on the use of a perfluoro polyether (PFPE)

elastomer as the mold material to replicate the features

of a rigid master template. Though similar to other soft

lithography techniques, the use of PFPE offers several

advantages over PDMS. First, the PFPE is not as

responsive to solvents as PDMS, which tends to swell

when exposed to organics. This allows for the pattern-

ing of a wide variety of substrates with varied proper-

ties. Second, PFPE has a lower surface energy than

PDMS which is advantageous for particle making

applications. Due to the non-wetting nature of the

PFPE mold, the depressions in the mold can be filled

without wetting the landmass in between, yielding



Nanoscale Printing, Fig. 4 A schematic for particle

replication in non-wetting templates (PRINT). (a) A preparticle

solution (red) is distributed evenly into an elastomeric mold

made from perfluoro polyether (green) by a roller (black) cov-
ered by a high-surface-energy sheet (gray) which removes

excess solution. (b) The particle solution is solidified in the

mold. (c) Particles are removed from the mold with

a harvesting film (gray). (d) The film is dissolved, freeing the

particles
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distinct particles without the troublesome flash layer.

Thirdly, the properties of the PFPE allow for facile

release of the particles from the mold without the

modification of the mold surface as is required with

PDMS molds. Lastly, PFPE forms a less flexible

mold than PDMS, which is advantageous for high

fidelity molding since the PFPE molds are less

prone to unwanted deformation than their PDMS

counterparts [10].

A drawback of the PRINT technique is the cost

associated with PFPE when compared to the relatively

inexpensive PDMS. The amount of PFPE can be

minimized with the use of an inexpensive backing

material coated with a very thin film of the PFPE

molding material. Molds produced in this way have

facilitated scale-up and commercialization of the

PRINT technique, with a rate of 1,000 ft of mold per

day [7]. Scalability is crucial to the application of

PRINT, and other particle fabrication techniques, in

nanomedicine due to the high material demands of

clinical trials.

PFPE has been used to replicate the topography of

a variety of nanoscale objects, including carbon

nanotubes with diameters of 2 nm and soft objects

such as block copolymer micelles and viruses [8],

which were then replicated on a substrate by an

embossing process. To generate particles, the PRINT

mold is filled with a liquid preparticle solution, with

the excess solution removed with a high surface-

energy polymer sheet via a wicking process. The

preparticle solution is solidified and particles removed

from the mold by physical agitation or by transfer to

a surface through use of an adhesive which is subse-

quently dissolved, yielding free particles (Fig. 4). Par-

ticles have been generated from a variety of materials,

including cross-linked PEG hydrogels, linear biocom-

patible polyesters, proteins, therapeutics, and block

copolymer micelles. A variety of cargos have been

encapsulated in PRINT particles, including proteins,

anticancer drugs, nucleic acids, as well as a variety of

imaging agents such as iron oxides, gadolinium che-

lates, and 64Cu chelates [10]. PRINT has evolved to

a roll-to-roll process and includes the use of a very

important film splitting technique that allows the flash-

free filling of the cavities in the mold to generate the

individual particles. Such a roll-to-roll process is ame-

nable to a wide range of materials to be processed

using PRINT including the use of an increasing variety
of mold materials that are being employed which

are tailored to the chemistries being used to fill the

mold [7].

Particles generated by nanoscale printing methods

like PRINT and SFIL are of growing interest to

researchers in the areas of drug delivery and medical

imaging. These processes offer precise control over the

size, shape, and composition of the particle, with broad

capabilities with respect to the loading of imaging

agents and/or therapeutics. PRINT particles of various

shapes and sizes were used to probe cellular uptake
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kinetics and mechanisms with respect to particle size

and shape.
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a founder, member of the board of directors, and main-
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Liquidia was founded in 2004 to commercialize

PRINT technology and other discoveries of Professor

Joseph DeSimone and colleagues at the University of

North Carolina at Chapel Hill.
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Synonyms

Solid–liquid interfaces
Definition

A solid–liquid interface is the boundary region sepa-

rating a solid phase from a liquid phase. While its

extension is strongly dependent on the particular

phases, for poorly soluble solids and small-molecule

liquids such as water, it spreads over a thickness of the

order of a few nm. The properties of solid–liquid

interfaces can be described at a macroscopic, contin-

uum level, but are ultimately governed by atomistic

details. These are the subject of the present entry,

which is written with a particular emphasis on results

stemming from molecular dynamics simulations and

focuses especially on interfaces between inorganic

solids and water.
Macroscopic Description of Solid–Liquid
Interfaces

The macroscopic interaction between a liquid

phase (l) in contact with a solid surface (s) is described

by the interface energy gsl, defined as the (positive)

change in free energy associated with a unitary change

of the interface area. The spreading of a liquid

droplet over a solid surface can be quantified by the

equilibrium contact angle y at the droplet’s

edge, which is related to gsl and the surface energies

of the two separated phases, gs and gl, via the Young

equation
s1 1 s
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Small values of the contact angle indicate easy

spreading of the liquid phase and thus wetting of the

solid surface, while large values indicate only partial

spreading, up to the limit of complete dewetting for

y ¼ 180�. In the case of water, the solid is considered

hydrophilic or hydrophobic depending on whether y is
smaller or larger than 90� (Fig. 1).
Nanoscale Properties of Solid–Liquid Interfaces,
Fig. 2 Chemisorbed water layer on a rutile TiO2(100) surface,

as obtained in first-principles molecular dynamics simulations.

Note the mixed dissociative adsorption mode with both terminal

OH and H2O groups N
Chemical Details of Solid–Water Interfaces

The interface energy and the contact angle defined

above capture effects at the macroscopic level that

are ultimately driven by the microscopic interactions

of liquid molecules with the superficial atomic layers

of the underlying solid substrate.

Water molecules interact with hydrophobic sur-

faces via weak van der Waals forces. These include

a repulsive contribution at very small distances arising

from the non-allowed mixing of molecular orbitals

with electronic surface states, and attractive contribu-

tions due to London dispersion and induced polariza-
tion effects. Polarization is especially important in the

case of polar liquids with a high dielectric constant,

such as water, close to non-reactive metallic surfaces,

such as gold or defect-free graphene sheets. It is impor-

tant to note that all other metal surfaces are reactive in

a water environment and spontaneously form ultrathin

native oxide layers (with a thickness of the order of

1 nm), which confer them a hydrophilic character.

Border-line cases are noble metals such as platinum,

to which water is able to chemisorb through relatively

weak chemical bonds, but not to trigger the formation

of superficial oxides under normal conditions. Non-

metallic hydrophobic surfaces of technological rele-

vance include for instance hydrogen-terminated

silicon or carbon (typically produced via etching of

the natively oxidized surfaces with fluoridic acid),

hydrocarbon or fluorocarbon polymers such as poly-

ethylene and Teflon, and, to a lesser extent, silicones.
The surfaces of ceramic oxides, natively oxidized

metals, and polar polymers such as polyethylene oxide

are hydrophilic. Water molecules bind to them

strongly via hydrogen bonds, with typical bond dis-

tances in the range 1.5–2.0 Å, which are smaller than

typical van der Waals distances by about 1.5 Å. Cova-

lent bonds are readily formed upon reaction between

water molecules and anhydrous inorganic solid sur-

faces. Depending on the bulk composition and the

surface crystallographic direction, the reaction can

lead either to molecularly chemisorbed water, or to

dissociative chemisorption with formation of terminal

OH groups (Fig. 2). Mixed molecular and dissociative

adsorption is common and the resulting hydroxylation

equilibrium on the surface can be determined with the

help of the so-called Multi Site Complexation Model

[1]. In analogy with the standard nomenclature of

organic alcohols, terminal hydroxyl groups can be

classified as: geminal (two groups bound to the same

site), vicinal (two groups bound to nearest-neighbor

sites), or isolated (otherwise).
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Fig. 3 Density profile of water in contact with a natively oxi-

dized Si(100) surface, schematically shown in the background,

as obtained in molecular dynamics simulation [3]
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After chemisorption, the terminal groups may either

donate or accept protons to or from the water solution,

depending on their equilibrium dissociation constants

and the solution pH. This results in the formation of

charged surface sites, such as O�, OH�, H2O
+, and an

average surface charge density s. At the macroscopic

level, charged surfaces in contact with electrolyte solu-

tions can be described by well-known theories such as

the Gouy-Chapman electrical double layer model [2].
The protonation/deprotonation equilibrium at the

interface can be shifted by varying the pH of the

solution. The pH value at which the surface is neutral

is defined as the point of zero charge (pzc), an intrinsic

property of the solid surface. This is conceptually

different, but technically often difficult to distinguish,

from the isoelectric point (IEP), defined as the pH for

which the electrokinetic z-potential is zero. The latter
is defined as the electrostatic potential at the edge of

the layer of fluid molecules that remain immobile

(either chemisorbed or otherwise strongly adsorbed)

over the surface when subjected to a hydrodynamic

flow. The z-potential at a given pH, and thus the IEP

upon continuous pH variation, can be determined, e.g.,

from electrophoretic measurements of solid particle

suspensions.
Molecular Ordering in Surface Proximity

Liquid molecules close to a solid–liquid interface

experience a substantial reordering with respect to

their arrangement in bulk, induced by the interaction

with the surface atoms. This manifests itself with

a typical increase of the liquid density in proximity of

the surface, followed by density oscillations with

amplitude of the order of the molecular diameter,

which may reach up to several nm within the liquid

phase. The density profile of water at a natively oxi-

dized Si(100) surface, as obtained in molecular

dynamics (MD) simulations [3], is reported in Fig. 3,

clearly showing the oscillatory behavior described

above. Noteworthy is the presence of water molecules

deep inside the crevices of the atomic-scale roughness

intrinsic of the native oxide layer, as indicated by the

small features preceding the first main density peak.

These features are characteristic of amorphous oxide

phases such as glasses or superficial native oxides.

In contrast, hydrophobic surfaces are separated

from the liquid phase by a vacuum gap with thickness
of the order of a van der Waals distance, known as

depletion layer. Knowing the density profiles rs(z) and
rl(z) and the corresponding bulk values rBs and rB1 of

the solid and liquid phases, the thickness d of the

depletion layer can be calculated as

d ¼
Z þ1

�1
ð1� rsðzÞ=rBs Þ � ðriðzÞ=rBi Þ dz (2)

Note that this definition is general for any interface

between two phases, in particular also for hydrophilic,

rough, or porous surfaces in contact with water, where

negative values of d can be expected. For ideally flat

surfaces (where d cannot be negative), MD simulations

have shown that the degree of hydrophobicity, as mea-

sured by the contact angle y, is related to the thickness
of the depletion layer according to [4]

d�2 / ð1þ cos yÞ (3)

In the water layers closer to the interface, water

molecules assume, on average, a preferential orienta-

tion that strongly depends on the surface charge, the

available terminal groups, the presence of adsorbed

counterions, and the surface polarizability. This effect

can be quantified by an analysis of the average angle

between the water molecular axis (i.e., the molecular

dipole) and the surface plane, as obtained in MD sim-

ulations. An example is shown in Fig. 4 for the case of

a TiO2 surface in contact with a saline water solution.
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Fig. 4 Profiles of the density and molecular dipole orientation

of liquid water at a rutile TiO2(100) surface in contact

with a 0.15 M NaCl solution at pH 9. Note the non-trivial

structuring induced both by negatively charged surface sites

and by adsorbed positive counterions. The angleY is defined as

in the scheme here above [5]. The label BO indicates the

position of the outermost O atoms (bridging oxygen) of the

surface
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Consistently with the variation of preferential water

orientation, also the profile of the electrostatic poten-

tial in the liquid phase shows a characteristic oscilla-

tory behavior [5]. Moreover, the higher molecular

density, preferential orientation, and reduced mobility

(see section Self-Diffusion at Solid-Liquid Interfaces

below) of the water layers in surface proximity are at

the origin of a considerably reduced relative dielectric
constant with respect to bulk liquid water. While the

latter is about 80, values around 10 describe correctly

the dielectric properties of the water (and ion) layers in

the interface region [6].
Slip Length at Solid–Liquid Interfaces

The presence of a depletion layer between hydropho-

bic surfaces and liquid water is connected with

the existence of a positive slip length characterizing

the flow of liquid at the interface. The slip length

b is defined as the ratio between the relative

velocity of liquid molecules at the interface

with respect to the surface and the shear rate at the

surface, or
vð0Þ � vsurf ¼ b _gð0Þ (4)

The slip length can be computed theoretically in

MD simulations under shear boundary conditions, in

which a bulk liquid is confined between two surfaces

moving at equal and opposite velocities v0 (Fig. 5). At

the solid–liquid interface, the molecules slip over the

depletion layer and move with a velocity different

from v0. The slip length is obtained by extrapolation

of the linear velocity profile (see Fig. 5b).

By varying the strength of the molecule-surface

interactions (i.e., the degree of hydrophobicity),

Netz and collaborators have demonstrated that the

slip length is related to the contact angle y and the

depletion layer thickness d by the following

relationships:

b / ð1þ cos yÞ�2; b / d4 (5)

These, combined, lead to the relationship between

d and the contact angle described in the previous

section.

In the case of hydrophilic surfaces, the water-

surface hydrogen bonds effectively anchor the interfa-

cial molecules to the surfaces, and no-slip conditions

are attained. Simulations under shear boundary

conditions have revealed that in this case, the shear

rate at the interface is smaller close to the surface

than in the bulk, in a region defined roughly by the

first main density peak of the layered water structure.

This smaller shear rate corresponds to an increase

of water viscosity, the extent of which is about

half an order of magnitude and is strongly dependent

on the degree of surface hydrophilicity. The increased

velocity gradient in the bulk region leads, by

extrapolation, to negative slip lengths for hydrophilic

surfaces.
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Fig. 5 Water confined between two H-terminated C(100) sur-

faces under shear boundary conditions, the surfaces moving at

equal and opposite velocities v0. Density profile of the water

molecules (cf. Fig. 3) between the surfaces (a). Profile of the

average molecular velocity between the surfaces (b). Note the

non-zero relative velocity at the solid–liquid interface, defining

a slip length b (Reproduced with permission from Ref. [4])
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Fig. 6 Variation of the self-diffusion coefficient of water near

a hydrophilic surface, calculated in an MD simulation for

a 0.15 M NaCl solution in contact with a TiO2(100) surface

terminated according to the hydroxylation equilibrium at pH

7.4. The different symbols correspond to different directions

used to compute the velocity autocorrelation function, indicating

a roughly isotropic diffusive behavior [5]. The label BO is

defined as in Fig. 4
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Self-Diffusion at Solid–Liquid Interfaces

The layering of the molecular structure of liquids in

proximity of a solid surface and the corresponding

increase of viscosity are at the origin of a reduced

mobility of the molecules close to the interface. In

particular, in the case of anhydrous oxide surfaces in

contact with water, the first water layer is chemisorbed

to reactive surface sites and thus almost completely

immobile, except for the intrinsic equilibrium

exchange between adsorbed and desorbed molecules.

Correspondingly, the self-diffusion coefficient of

water is vanishingly small at hydrophilic surfaces and

increases at increasing distances from the surface.

(Note that in this discussion the chemisorbed water is

considered to be part of the liquid phase, but it could be

considered equally well as belonging to the solid.)

Quantitative investigations of the self-diffusion coef-

ficient in MD simulations are difficult due to a number

of reasons (see e.g., Ref. [7] and references therein). In

particular, the long residence time of water molecules

close to the interface makes difficult the convergence

of the velocity autocorrelation function fromwhich the

diffusion coefficient is typically calculated.

Nevertheless, the available literature results show

that the diffusion coefficient of water at polar surfaces

qualitatively follows a sigmoidal function, indicative

of strong water trapping in the near-surface region.
Simulations of a 0.15 M saline water solution in con-

tact with the TiO2(100) surface (Fig. 6) reveal that the

bulk diffusive behavior of the water solvent is reached

for distances of about 1.5 nm from the solid–liquid

interface.
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Fig. 7 Free energy profile of a methanol molecule interacting

with a rutile TiO2(110)–water interface. The oscillatory behavior

reflects the water layering in surface proximity (cf. Fig. 3). Note

the lack of a net driving force for adsorption but the presence of

relatively deep local minima that can kinetically trap the mole-

cule close to the surface (Adapted and reproduced with permis-

sion from [9])
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Molecular Adsorption at Solid–Liquid
Interfaces

The adsorption of molecules, in particular organic

residues and peptides, at solid–liquid interfaces has

gained large attention in the past few years, due to its

importance in a variety of applications such as bio-

medical implants, biosensors, pharmaceutical packag-

ing, and many others. Atomistic details of the

adsorption can be successfully investigated in MD

simulations, provided that the force fields employed

in the simulations realistically capture the chemical

details of the interface. It is now well established that

the water layering at the interface has an important

influence both on the structural and energetic details

of the adsorption. This holds for small molecules as

well as for larger peptides such as collagen fragments

[8]. In the latter case, for instance, a helical molecular

configuration has been observed to be stabilized at

hydrophobic surfaces in part by a striking matching

between the water density oscillations in surface prox-

imity and the ordered hydrophilicity/hydrophobicity

pattern of the adsorbed peptide.

Correspondingly, the free energy profile relative to

the approach or retraction of a molecule from solid–

liquid interfaces often presents a complex structure as

a direct consequence of the oscillatory behavior of the
solvent layers. This can be observed in MD simula-

tions that sample the molecular potential of mean force

near the interface by means of constrained methods

such as umbrella sampling (Fig. 7).

It is interesting to note that an influence of the

interfacial water structuring on free energy adsorption

profiles has been observed both for hydrophilic sur-

faces such as TiO2 [9] and for rather hydrophobic

surfaces such as gold [10]. As mentioned above, in

the latter case, an important contribution of the inter-

action across the solid–liquid interface is the electronic

charge redistribution in the metal surface when polar

molecules approach it (induced polarization).
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3. Cole, D.J., Csányi, G., Payne, M.C., Spearing, S.M.,

Colombi Ciacchi, L.: Development of a classical force

field for the oxidised Si surface: application to hydrophilic

wafer bonding. J. Chem. Phys. 127, 204704 (2007)

4. Huang, D.M., Sendner, C., Horinek, D., Netz, R.R., Bocquet,

L.: Water slippage versus contact angle: a quasiuniversal

relationship. Phys. Rev. Lett. 101, 226101 (2008)
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Definition

The phase diagram of water shows conditions (temper-

ature and pressure) at which thermodynamically dis-

tinct phases can occur at equilibrium at the nanoscale.
1 1
� 

P

Theoretical Background

Physical properties of many materials at the nanoscale

are different from their properties at the macroscale

due to the so-called scale effect. The causes of the scale

effect include geometrical reasons (such as high

surface-to-volume ratios at the nanoscale) and physical

reasons (different physical mechanisms acting at the

nanoscale compared to those at the macroscale).

Capillary Bridges and the Kelvin Equation

Besides high surface-to-volume ratios, an important

feature of a small mechanical system is that capillary

forces are often present. When contact of two solid

bodies occurs in air, water tends to condense near the

contact spots. This is because a certain amount of

vapor is always present in air. Even under low relative

humidity (RH), it is not possible to completely elimi-

nate condensation in the form of water capillary brid-

ges forming menisci near the contact spots, such as the

tips of the asperities of rough solid surfaces. The
menisci are usually concave and, therefore, the pres-

sure inside them is reduced compared with the pressure

outside in accordance with the Laplace theory. This

leads to the attractive capillary force between the

contacting bodies that is proportional to the foundation

area of the meniscus. For small systems, this capillary

force may become very significant, dominating over

other forces such as the van der Waals adhesion or

electrostatic forces. Therefore, understanding the

properties of water in capillary bridges (menisci) is

very important.

A flat water–air interface is in thermodynamic equi-

librium with a certain amount of vapor in air, the

partial pressure of which is referred to as “the saturated

vapor pressure,” Psat, so that evaporation and conden-

sation between the flat interface and vapor occurs at the

same rate. If the partial pressure of vapor in air, PV, is

lower than Psat, evaporation prevails over condensa-

tion, whereas in the opposite case (PV > Psat) conden-

sation prevails over the evaporation. The ratio of the

two values is the relative humidity, RH ¼ PV/Psat. For

a concave interface, the equilibrium occurs at PV/Psat

< 1, whereas for a convex interface is occurs at PV/Psat

> 1. The exact value of PV/Psat for a meniscus of

a given curvature is given by the Kelvin equation.

The pressure drop of water with density r risen for

the height h in a capillary tube is DP ¼ rgh. Using the
Laplace equation and the hydrostatic formula for vapor

pressure P ¼ P0exp(�gh/RT) – where R is the gas

constant, P0 is the pressure at the surface (h ¼ 0), and

T is the temperature – yields the Kelvin equation:
gLV R1

þ
R2

¼ rRT ln
V

Psat
(1)

where R1 and R2 are the principle radii of curvature of

the meniscus (Rk ¼ (1/ R1 + 1/ R2)
�1 is referred to as

the Kelvin radius). Equation 1 relates the interface

curvature at the thermodynamic equilibrium with the

ratio of actual and saturated vapor pressure, PV/Psat

(relative humidity). According to the Kelvin theory,

a concave meniscus with a negative curvature given by

(3) may form at any relative humidity [1].

Water at the Nanoscale

Normally, the phase state of water is uniquely charac-

terized by its pressure and temperature. The phase

diagram of water shows whether water is in its solid,

liquid, or vapor state at a given temperature and

http://dx.doi.org/10.1007/978-90-481-9751-4_246
http://dx.doi.org/10.1007/978-90-481-9751-4_246
http://dx.doi.org/10.1007/978-90-481-9751-4_208
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a phase diagram of water showing solid, liquid, vapor, and
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the metastable states are small, at the nanoscale these barriers are

very significant
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pressure. However, at the nanoscale, the situation

may be different. Both molecular dynamics (MD)

simulations and experimental studies with the atomic

force microscope (AFM) and the surface force

apparatus (SFA) show that the state of nanoscale

volumes of water at a given pressure and temperature

is not always the same as prescribed by the macroscale

water phase diagram. In particular, confined

small water volumes demonstrate quite unusual prop-

erties, such as the melting point depression. Several

effects that can be detected by AFM are related to this

unusual phase behavior of the nanoscale capillary

bridges.

First is the metastability of small volumes of water.

When pressure is below the liquid–vapor transition

line of the water phase diagram, vapor is the most

stable state. However, the liquid–vapor transition

involves energy barriers, and thus a metastable liquid

state is possible [1]. At the macroscale, random fluctu-

ations are normally large enough to overcome the

barriers. The metastable states are very fragile, and

thus they are not normally observed, except for special

circumstances (e.g., superheated water). However, at

the nanoscale, the barriers are large compared with the

scale of the system, and metastable states can exist for

long intervals of time [1].

Second, it was argued that ice could form at room

temperature inside the capillary bridges. The water in

such a bridge can be neither liquid, nor solid, but form

a liquid–ice condensate. This explains the slow

rearrangement of the bridges between tungsten AFM

tips and graphite surfaces reported in recent experi-

ments [2]. The presence of ice-like structured water

adsorbed at the silicon oxide surface was suggested to

be responsible for the large RH dependence of the

adhesion force in the single-asperity contact between

silicon oxide surfaces in AFM experiments.

Third, pressure inside the capillary bridge is lower

than the pressure outside. At the reduced pressure, the

water boiling point is lower than 100�C. There is

experimental evidence that boiling in the capillary

bridges indeed happens in concave water menisci.

Investigating nanoscale water phase transitions

using AFM data can lead to modifications of the

conventional water phase diagram by introducing

a scale dependence. Such a diagram should

depend on the characteristic size of the system, in

addition to the pressure and temperature

dependencies [3].
Stretched Water

When a phase transition line in the phase diagram is

crossed, it is normally expected that the substance

would change its phase state. However, such a change

would require additional energy input for nucleation of

seeds of the new phase. For example, the liquid–vapor

transition requires nucleation of vapor bubbles (this

process is called cavitation), while the liquid–solid tran-

sition requires nucleation of ice crystals. If special mea-

sures are taken to prevent nucleation of the seeds of the

new phase, it is possible to postpone the transition to the

equilibrium state phase leading to supercooled, super-

heated, or stretched water (Fig. 1).

Two factors affect a vapor bubble inside liquid,

needed as a nucleation center for vapor in superheated

or stretched water: the pressure and the interfacial

tension. While the negative pressure (tensile stress) is

acting to expand the size of the bubble, the interfacial

tension is acting to collapse it. For a small bubble, the

interfacial stress dominates; however, for a large bub-

ble, the pressure dominates. Therefore, there is

a critical radius of the bubble, and a bubble with a

radius larger than the critical radius would grow,

whereas one with a smaller radius would collapse.

The value of the critical radius is given by:

RC ¼ 2gLV
Psat � P

(2)
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where gLV is the liquid–vapor surface tension, Psat is

the saturated vapor pressure, and P is the actual liquid

pressure [1].

With the further decrease of pressure in the

negative region, the so-called spinodal limit can be

reached. At that pressure, the critical cavitation

radius becomes of the same order as the thickness of

the liquid–vapor interface. In this case, there is a lower

energy path of nucleation connecting the liquid to

the gas phase by expansion of a smoothly varying

density profile. In the phase diagram, the line that

corresponds to the spinodal limit is expected to go all

the way to the critical point. This critical spinodal

pressure at a given temperature effectively constitutes

the tensile strength of liquid water. Various theoretical

considerations, experimental observations, and

MD simulation results have been used to determine

the value of the spinodal limit. At room temperature,

the spinodal pressure is between �150 and

�250 MPa [1].
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Another important effect is the so-called disjoining

pressure. The adhesion force between the solid and

water has a certain range x0 and decreases with the

distance x from the interface. As a result, water in the

layer next to the interface is subjected to higher pres-

sure P ¼ P0 + Pd(x) than the bulk pressure, where

Pd(x) is the so-called disjoining pressure. For a thin

liquid layer of thickness H < x0, the evaporation/con-

densation equilibrium will be shifted toward condensa-

tion, since an additional attractive force acts upon water

molecules from the solid surface. As a result, a thin

water layer can be in equilibrium with undersaturated

vapor, PV/Psat < 1, so the effect of the disjoining pres-

sure on the thermodynamic equilibrium is similar to the

effect of concave meniscus [4]. The influence of the

disjoining pressure and the related wetting films in

narrow confinement have to be considered as they may

significantly change the meniscus curvature (Fig. 2).

A typical effect of nanoscale confinement is the appear-

ance of capillarity-induced negative pressure [3].
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Key Findings

Negative Pressure in Water Capillary Bridges

It is very difficult to obtain deeply negative pressure

at the macroscale because of bubble nucleation.

The pressure values that have been reported

constitute �19 MPa with the isochoric cooling

method, �17.6 MPa with the modified centrifugal

method, and �25 MPa with the acoustic method. The

situation is different at the micro- and nanoscale. The

pressure of �140 MPa in the microscopic aqueous

inclusions in quartz crystals was reported. Water

plugs in hydrophilic nanochannels can be at

a significant absolute negative pressure due to tensile

capillary forces [1].

Negative pressure of �160 MPa was reported in

nanoscale liquid capillary bridges. The capillary com-

ponent of the adhesion force was determined by the

comparison of the adhesion force in air (at different RH
levels) and in ultra-high vacuum (UHV), where capil-

lary bridges are absent. Very small values of the

Atomic force microscope (AFM) tip radius (on the

order of 10 nm) correspond to a small size of meniscus

(meniscus foundation area on the order of 10�16 m2)

and thus even a small force of 10 nN corresponds to

huge pressure differences inside and outside the menis-

cus on the order of 100 MPa or 1,000 atm (Fig. 3). The

reason for the existence of such large tension limits

lies in the strength of the hydrogen bonds which must

be broken in order to form a cavity that is large enough

to act as a stable nucleus for cavitation. The metastable

state of the capillary bridges is observed because

the size of the bridges is smaller than the critical

cavitation radius given by (2) and, therefore, no cavi-

tation occurs [1].

Room Temperature Ice in Capillary Bridges

Most AFM results show that the capillary force has

a strong dependence on RH: first it increases with

increasing relative humidity up to approximately

30% and then decreases with a further increase of the

relative humidity. For low humidity, the pressure dif-

ference inside and outside the bridge is large; however,

the size of the bridge is small due to high curvature of

the meniscus. For very low humidity, the size of the

bridge may be insufficient to generate a capillary force.

On the other hand, for high humidity, the pressure

difference is small; however, the meniscus is large

(but, of course, its size is limited by the radius of the
tip). Thus, it is expected that in the limiting cases of

RH ¼ 0% and RH ¼ 100% the capillary force would

vanish, since at RH ¼ 0% there is no capillary bridge

and at RH ¼ 100% the Laplace pressure drop is zero.

The capillary force achieves its maximum at a certain

value of RH [3].

It has been argued that the capillary force alone

cannot explain the observed magnitude of the humidity

dependence. The origin of the large RH dependence is

due to the presence of ice-like structured water

adsorbed at the silicon oxide surface at room temper-

ature. Thus, the force is due to the rupture of an ice–ice

bridge at the center of the contact region with the

structure, thickness, and viscoelastic behavior of

the adsorbed water layer influencing the adhesion

force [2].

Water often forms adsorbed layers at the surface of

many materials, and these layers may have an ice-like

structure and be connected to the capillary bridge, as

indicated by the study of the molecular configuration

of adsorbed water as a function of relative humidity

using attenuated total reflection (ATR) infrared spec-

troscopy [4]. A completely hydrogen-bonded ice-like

network of water grows up to three layers as the
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relative humidity increases from 0% to 30%. In the

relative humidity range of 30–60%, the liquid water

structure starts appearing, while the ice-like structure

continues growing to saturation. Above 60% relative

humidity, the liquid water configuration grows on top

of the ice-like layer.

During the contact between a tungsten tip and

a graphite surface it was found that water in the nano-

scale capillary bridges may include ice or be a mixture

of liquid water with ice [2]. Such a mixture would have

high viscosity and may act like glue, demonstrating

elastic response.

Low-Temperature Water Boiling

Another important consequence of the water pressure

reduction in the capillary bridges is the possibility of

boiling at temperatures lower than 100�C. If a capillary
bridge is large enough, so that cavitation occurs, the

pressure inside the bridge is reduced compared with

the ambient, and the boiling point is depressed by the

amount DT. The Clausius–Clapeyron equation pro-

vides the change of pressure DP ¼ P2 � P1 as

related to the change of the boiling temperature

DT ¼ T2 � T1 as
ln P =Pð Þ ¼ Dh=R 1=T � 1=Tð Þ (3)
2 1 1 2

where Dh is the change of specific enthalpy [54]. Note
that DP is given by (1).

For example, for a meniscus between an AFM can-

tilever and a flat surface with a gap between them of

3 mm and the principal radii of curvature of the menis-

cus R1¼ R2¼�2 mm, the Kelvin radius is Rk¼ (1/R1 +

1/R2)
�1¼�1 mm and the pressure drop, based on (6) is

DP¼ 72.9 kPa (or 0.72 atm). Thus, the pressure inside

the meniscus is P ¼ 28.1 kPa (or 0.28 atm), which

corresponds to the boiling point of about 333 K [3].

Nanobubbles

There is no adequate theoretical explanation why ice

can be present in the capillary bridges at room temper-

ature; however, it is clear that this effect is related to

the adsorption of water to solid surfaces. The ability of

water to form thin layers on hydrophobic surfaces is

associated with the disjoining pressure caused by the

spatial dependence of the van der Waals adhesion

force. Due to the dependence of the adhesion force of

the distance (on the scale of nanometers), the energy of

the water molecules in the vicinity of the solid surface
is lower than the energy of those far away. Thus, it is

often not only energetically profitable for water to

cover the solid, but also to create a thin layer.

It is noted that not only the solid phase can be

adsorbed at a surface. Very thin (5–80 nm) gas films

could exist for a long time at the interface between

a hydrophobic solid and water. Despite certain ther-

modynamic objections for nanobubble existence (such

as expected high pressures in bubbles leading to their

dissolution), some experimental studies with the AFM

and other equipment have demonstrated the existence

of nanobubbles at the solid/water interface [5,6].

Nanobubbles can play a significant role in a number

of processes, such as the long-range hydrophobic

attractive force.

Water in Confinement

A number of studies are devoted to water phase behav-

ior in confinement. MD simulations show that water

confined to carbon nanotubes of a critical size under

ambient conditions (1 bar, 300 K) can undergo a transi-

tion into a state having ice-like mobility with an amount

of hydrogen bonding similar to that in liquid water.

Maeda [7] investigated experimentally phase transitions

of capillary-held liquids in a slit-like pore. When the

surfaces were placed at a separation very close to the

Kelvin length, it was possible to detect a stage in which

the system was in an apparent kinetic equilibrium

between two physical states – with and without the

liquid connecting the two surfaces. Giovambattista

et al. [8] used MD simulation to investigate the phase

behavior of water confined between two nanoscale

hydrophobic or hydrophilic plates at room temperature,

varying the pressure (�0.15 GPa � P � 0.2 GPa) and

plate separation (0.4 nm � d � 1.6 nm). With hydro-

phobic plates, capillary evaporation occurred between

the plates at low P. The threshold value of d at which

this transition occurs decreases with P (e.g., 1.6 nm at

P¼ 0.05 GPa, 0.5 nm at P¼ 0.1 GPa), until, at high P,
no capillary evaporation occurred. For d¼ 0.6 nm andP

> 0.1 GPa, the system crystallizes into a bilayer ice.

They developed a P–d phase diagram showing the

vapor, liquid, and bilayer ice. With hydrophilic plates,

water always remained liquid even at the P at which

bulkwater cavitates. This indicates that size is important

for a phase diagram due to the finite range of the adhe-

sion force in addition to the critical cavitation radius and

curvature of the meniscus, which were discussed in the

preceding sections.
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Nano-twinned Materials
Definition

• Nano-pillars are pillar-shaped specimens at the

nanoscale, whose aspect ratio (height/diameter) is

generally within 3 � 7.

• Nanocrystalline material refers to a class of poly-

crystalline materials whose grain size is smaller

than �100 nm.

• Nano-twin refers to a class of crystallinematerials that

contain a number of parallel coherent twin boundaries

with the inter-boundary distance at the nanoscale.
Overview

Traditionally, the most fundamental principle in mate-

rials science is that the properties of materials are

strongly influenced by their internal microstructure [1].

During the plastic deformation of many metallic sys-

tems, dislocations carry most of the plasticity and hence

their interactions with the internal microstructure, such

as grain boundaries, solute atoms, precipitation or even

other dislocations, are the most influential in determin-

ing mechanical responses of those materials [2]. How-

ever, recent studies found that the microstructure is not

the only factor that affects the mechanical properties,

but the external dimension of the specimen also signif-

icantly changes the mechanical behavior when it is

reduced to the submicron and nanometer scale [3].

Therefore, when the effects from those two factors,

microstructure and specimen size at the nanoscale, are

combined, the materials often exhibit very unique prop-

erties distinguished from both of the bulk samples

containing same kind of microstructure and nano-

samples not containing the corresponding microstruc-

ture [3]. Especially, the homogeneous internal inter-

faces, such as ordinary grain boundary (GB) and

coherent twin boundary (TB), are one of the most inter-

esting microstructures as their interaction to disloca-

tions is a key parameter in understanding plasticity of

metallic materials. In this entry, the review of the recent

studies investigating the mechanical properties of nano-

sized metallic samples containing ordinary GBs and

coherent TBs is presented. The main focus is placed

on the results from uniaxial tension/compression exper-

iments on the nanometer-sized pillar-shaped specimen

(nano-pillars). Fabrication techniques to produce the

nano-pillars with various internal interfaces are also

introduced.
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Fig. 1 Strength of

polycrystalline materials as

a function of grain size: Hall-

Petch relation and transition to

inverse Hall-Petch (Reprint

with permission from [3])
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Nanocrystalline Nano-pillars

GB is the interface between differently oriented grains

in the polycrystalline materials. Generally, there is

atomic mismatch across the GB as the crystallographic

orientation of one grain abruptly changes to that of the

adjacent one [1]. In conventional bulk polycrystalline

materials, GBs usually act as a barrier to the disloca-

tion motion across the boundary because of the discon-

tinuity of atomic planes at the GB [1]. As a result, the

strength of the bulk polycrystalline materials is

inversely correlated with the grain size because total

GB area increases with decreasing grain size, so dislo-

cations are impededmore often with smaller grain size.

For many conventional polycrystalline metals, the

strength is inversely proportional to the square root of

grain size, i.e., sy ¼ so þ kyd
�1 2= , where sy and d are

the yield strength and grain size, respectively, and

so and ky are constants for a particular material. This

expression is called Hall-Petch relation [1, 4, 5]. How-

ever, this Hall-Petch relation cannot be extrapolated

down to infinitesimally small grain sizes. Instead, it is

reported to break down when grain size is reduced

below a critical value (usually 10 � 20 nm). Below

this critical size, the strength is often saturated or

decreases with further reduction of grain size. This

reversed relation between the strength and grain size

is called inverse Hall-Petch equation. The deviation
from the Hall-Petch relation is likely due to the

transition in plastic deformation mechanism from

dislocation-driven in Hall-Petch to GB-mediated in

inverse Hall-Petch. The dependence of strength on

the grain size and the corresponding deformation

mechanism change are schematically summarized in

Fig. 1. Further details of bulk nanocrystalline materials

are available in the entry “▶Mechanical Properties of

Nanocrystalline Metals.”

As briefly stated in the Overview section, the

specimen with external dimensions at the nanoscale

shows different mechanical responses from those of

their bulk counterpart. For example, the strengths of

single-crystalline nano-pillars drastically increase

when their diameters decrease below submicron

scale, showing the well-known “Smaller is stronger”

trend (See the entry “▶ Size-Dependent Plasticity of

Single Crystalline Metallic Nanostructures” for fur-

ther details). In nanocrystalline nano-pillars, where

both of the external specimen and internal grain

sizes are in the nanometer range, the mechanical

properties are clearly distinguishable from those of

bulk nanocrystalline materials and single-crystalline

nano-pillars. Figure 2 shows the 3D plot, where the

strengths for nearly the same materials, Ni, are plotted

as functions of nano-pillar diameter (D) and grain

size (d). Quantities t and m in this plot are the shear

strength and shear modulus, respectively. When

D � d, the sample dimension approaches to the bulk

http://dx.doi.org/10.1007/978-90-481-9751-4_288
http://dx.doi.org/10.1007/978-90-481-9751-4_288
http://dx.doi.org/10.1007/978-90-481-9751-4_287
http://dx.doi.org/10.1007/978-90-481-9751-4_287
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Fig. 2 3D representation of

strength of Ni as functions of

nano-pillar diameter (D) and
grain size (d). The quantities
t and m are the shear strength

and shear modulus,

respectively (Reprint with

permission from [3])
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poly-/nanocrystalline materials, and the strength

becomes independent of the sample size,D. Therefore,

the strength is the function of grain size, d, only and

follows the ordinary Hall-Petch and inverse Hall-Petch

relations of the bulk nanocrystalline Ni. In Fig. 2, the

data points (solid squares) on the vertical plane per-

pendicular to theD axis atD�1 show these relations.

When D ¼ d, there is only one grain across the diam-

eter, and the resultant microstructure is single crystal

(another possibility is bamboo structure, where the

GBs are orthogonal to the pillar axis, but this structure

is not discussed in this entry). The single-crystalline

nano-pillars display “Smaller is stronger” trend, where

the strength increases as decreasing the pillar diameter,

D. In Fig. 2, the green plane satisfies the condition of

D ¼ d, and the data points on that plane (open dia-

monds) represent the strength of single-crystalline Ni

nano-pillars as a function of pillar diameter, D (or

equivalently as a function of d). The linear regression

line in this log-log scale plot shows the power-law

slope of �0.6. Further details on the single-crystalline

nano-pillars are available in the entry “Plastic Proper-

ties of Single Crystalline at the Nanoscale” or in Refs.

[3, 6]. While both of bulk nanocrystalline Ni and

single-crystalline Ni nano-pillars exhibit “Smaller is

stronger” trend, where the strength increases as

decreasing either d or D (in bulk nanocrystalline
samples, this statement is valid only down to the crit-

ical grain size of �20 nm), the strength of nanocrys-

talline nano-pillars shows different aspects from both

of them. In Fig. 2, the vertical plane perpendicular to

the d axis at d ¼ 60 nm displays the strength of

nanocrystalline Ni nano-pillars with fixed grain size

of 60 nm as a function of D ranged from 1,600 to

100 nm. Unlike bulk nanocrystalline Ni or single-

crystalline Ni nano-pillars, this nanocrystalline Ni

nano-pillars show “Smaller is weaker” trend, where

the strength decreases with decreasing D. Possible

explanation to this trend can be due to the contribution

of the free surface, whose relative fraction increases

with decreasing the pillar diameter. In general, the

strength of an individual grain embedded within the

surrounding ones (i.e., a grain in bulk polycrystalline

materials) is higher than that of the same but

completely freed grain. It is because for plastic defor-

mation in bulk polycrystalline materials, all grains

must deform cooperatively by matching the displace-

ment across the GB, and it applies additional con-

straints to the plastic deformation. However, when

the adjacent grains are removed, those constraints are

released, and the grain can deform more easily. In

nanocrystalline nano-pillars, the grains located at the

free surface (surface grains) have less constraint than

those in the pillar (inner grains) since the surface grains
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face the empty space at least to one direction. There-

fore, the strength of the surfaces grains is lower than

that of the inner grains, dividing the whole nano-pillars

into hard inner core and soft outer shell. The thickness

of the outer shell is approximately same with the aver-

age grain size of the nano-pillar. Therefore, when they

have a fixed average grain size, the relative fraction of

the soft outer shell increases as the diameter of the

nanocrystalline nano-pillars decreases. As a result, the

strength of the nanocrystalline nano-pillar lowers [3].

Another important observation on the nanocrystal-

line nano-pillars is the onset of GB-mediated plasticity

at larger grain size than that of bulk nanocrystalline

samples. In bulk nanocrystalline metals, activation of

GB-mediated plasticity is usually correlated with tran-

sition from the Hall-Petch to inverse Hall-Petch rela-

tion, and this transition grain size for Ni is around

20 nm, as can be seen in Fig. 2. However, recent

study reveals that reduction of the nano-pillar diameter

to �100 nm facilitates the activation of GB-mediated

process, such as grain boundary sliding and grain rota-

tion, at 60-nm grain size, which is significantly larger

than the transition size of bulk samples, 20 nm [3].

Nano-twinned Nano-pillars

In general, the misorientation angles between the crys-

tallographic planes across the ordinary GBs described

in the previous section are randomly distributed, and

atomic structure of those GBs is incoherent in that the

lattice planes lose the crystallographic registry across

the interface. However, there is a different type of

internal coherent and homogeneous interface, called

twin boundary (TB). Twinned microstructure usually

refers to a special type of relative adjacent

grain orientations, where one of the grains has the

mirror-symmetric crystallographic structure of the

other, and the mirror plane is called a twin boundary

[1]. In this structure, one of the grains is called matrix

and the other twin. Particularly, when the lattice planes

do not lose the crystallographic registry across the

boundary, the TB is called coherent. Because the TBs

are also a special type of the GB, their strengthening

mechanism shares many common factors with the

ordinary GBs, i.e., TBs also interfere with the glide

of dislocations. However, their influence on strength-

ening is known to be less pronounced because they are

less effective at resisting the penetration of the moving

dislocations, especially when the distance between the

neighboring TBs is in micron range [7].
Over the last decade, the so-called nano-twinned

materials (usually metals) have attracted a lot of sci-

entific and industrial interest as promising candidates

for the next generation structural and/or electrical

material because of their simultaneous attainment of

high strength, ductility, and electrical conductivity.

In these nano-twinned metals, the nano-twinned area

consists of alternative pileup of nanometer-thick pla-

nar matrix and twin grains (nano-twin lamellas). The

transmission electron microscope (TEM) image of

a typical nano-twinned Cu and the corresponding

stress-strain curve is presented in Fig. 3 [8].

An important difference between ordinary GB and

coherent TB in their roles during plastic deformation is

that while the dislocation can hardly move along or

across the ordinary GBs because of their disordered or

discontinued atomic structure, the coherent TBs rela-

tively easily allow dislocations to glide along and

across the boundary [7]. The consequence of this dif-

ference is that dislocation mobility is highly limited in

the presence of GBs, resulting in increased strength

with sacrificing the ductility in regular nanocrystalline

metals. On the other hand, because of its coherent

nature, the TBs are capable of accommodating more

various interactions with moving dislocations other

than simply blocking their glide. For example,

a moving dislocation can be absorbed to the TB, leav-

ing a sessile dislocation on the interface plane, or can

be dissociated into two gliding partial dislocations on

the TB plane, leaving the stacking fault, or can transmit

across the TB, leaving a step at the TB [7]. All of these

interactions gradually degrade coherency of the TBs,

hinder subsequent dislocations in interacting in the sim-

ilar manners, and hence change the characteristic of

coherent TB close to that of ordinary incoherent GBs.

As a result, it gradually requires higher applied stress to

keep the dislocations moving, and the material is work-

hardened [7]. Usually, the increase of work-hardening

coefficient correlates with higher resistance to instabil-

ity, such as necking [4, 9], so it can contribute to the

effective increase of ductility.

Most of nano-twinned samples fabricated to date

are polycrystalline in the sense that the nano-twin

lamellas are embedded within polycrystalline grains

as sub-grain structures as can be seen in Fig. 3. Prop-

erties measured in the polycrystalline nano-twinned

samples are convoluted by the effects from many dif-

ferent microstructures like GBs, and differently orien-

tated TBs, etc. Therefore, the specific role of TBs and
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Fig. 3 (a) TEM observations of typical microstructure in

nano-twinned Cu sample. (b) Typical tensile stress-strain curves

for the as-deposited Cu samples with average nano-twin thickness

of 93, 30, and 15 nm for samples A, B, and C, respectively.

For comparison, the stress-strain curves for coarse-grained

polycrystalline Cu sample (CG-Cu) and nanocrystalline

Cu (IGC-Cu) are also displayed (Reprintwith permission from [8])
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nano-twinned lamellae in the enhanced mechanical

properties is far from being understood. However,

recent studies on the nano-twinned nano-pillars,

where the specimen contains well-aligned TBs only,

offered an insight into understanding the specific role

of TB during plastic deformation. The TEM images in

Fig. 4a–c show the Cu nano-pillars with 500-nm diam-

eters, whose microstructures are nanocrystalline (NC),

purely nano-twinned (NT), and nanocrystalline nano-

twinned (NCNT), respectively [10]. NC nano-pillars

only contain the randomly distributed ordinary GB

with average grain size of �160 nm, while NT nano-

pillars have only coherent TBs orthogonal to the pillar

axis. Average twin thickness of NT nano-pillars is

�8.8 nm. NCNT nano-pillars contain both of GBs

and TBs, where nano-twin lamellae are embedded

within the regular grains. Average grain size and twin

thickness of NCNT nano-pillars are 250 and 6.7 nm,

respectively. The strengths of those Cu nano-pillars

measured by uniaxial nano-compression experiments

are shown in Fig. 4d, where SC stands for single-

crystalline Cu nano-pillars. These results suggest that

in Cu nano-pillars with 500-nm diameter, the two

different interfaces, ordinary GB and coherent TB,

appear to affect the strengths differently. Given that
strength of NC is lower than that of SC by �20%, the

ordinary GBs seem to lower the strength of the nano-

pillars. On the other hand, strength of NT is higher than

that of SC by a factor of �3, implying that orthogo-

nally aligned TBs drastically increase the strength of

nano-pillars. Comparing the strengths of NC and

NCNT, TBs also increase the strength even in the

polycrystalline case. The influence of GBs and TBs

on the strength of 500-nm Cu nano-pillars is summa-

rized in the diagram in Fig. 4.
Fabrication of Nano-pillars via Electroplating

Traditionally, electroplating is a widely used metallic

surface coating technique on a conductive surface.

During electroplating, the metallic ions in the electro-

lyte migrate to the surface of the cathode under exter-

nally applied electrical voltage between the cathode

and anode, and deposit a thin metallic layer on the

cathode. Basically, the fabrication of nano-pillars

shares the same physics and chemistry with this tradi-

tional electroplating technique. However, rather than

forming a metallic layer of uniform thickness, it

requires the ions to deposit only onto prescribed
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Fig. 4 (a) TEM bright-field image and diffraction pattern

(inset) of a typical nanocrystalline (NC) Cu nano-pillar. TEM

dark-field images and diffraction patterns (upper-right insets)
of typical (b) nano-twinned (NT) and (c) nanocrystalline

nano-twinned (NCNT) Cu nano-pillars. The lower-right inset

in (c) is the zoomed-up image of the region within the white box.
(d) The average yield strength of each microstructure. (e) Illus-

tration showing the effect of grain and nano-twin boundaries on

the strength of 500-nm Cu nano-pillars (Reprint with permission

from [10])
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locations. This can be achieved by using the pre-

patterned template as the cathode. The template con-

sists of the chemically etchable (e.g., polymethyl-

methacrylate (PMMA)) patterned nonconductive

sacrificial layer on top of a conductive metallic thin

film deposited on an insulating substrate (Si, SiO2 or

sapphire). A pattern of desired shapes can be written
via e-beam lithography, and the resist is subsequently

developed to generate arrays of through-holes to the

underlying conductive metallic film. The underlying

thin metallic layer provides an electric-conducting

path for the electroplating, and the ions deposit onto

the metallic layer through the open spaces in the pat-

terned template. After electroplating, the PMMA
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Fig. 5 Schematic representation of template fabrication and

electroplating (Reprint with permission from [11])
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Table 1 Polymethylmethacrylate (PMMA) resist and electron

beam exposure parameters for template fabrication [11]. The

quantity d is the diameter of the circular patterns, which is

effectively the same as the diameter of the electroplated nano-

pillars, and L is the thickness of PMMA (Reprint with permission

from [11])

Pillar dimensions Resist parameter
Exposure

parameters

d (nm) L (nm)

Dilution

(%)

Speed

(rpm)

Dose

(mC/cm2)

25 100 4 2,500 2,600

50 200 4 2,500 1,600

100 400 7 3,000 1,450

150 600 7 1,500 1,600

200 800 9 4,500 1,550

250 1,000 9 2,000 1,500

500 2,000 11 2,500 1,600

750 3,000 11 1,500 1,750
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sacrificial layer can be stripped off in acetone. There-

fore, the resulting electroplated structure becomes

a negative of the pattern. The nonconductivity of the

substrate prevents the ions from depositing to the

backside of the template. The schematic illustration

of this process is presented in Fig. 5.

The specific details of the template fabrication are

available in [11]. For example, a 100-nm thick Au seed

layer on top of the 20-nm thick Ti adhesion layer is

deposited on the Si wafer by electron beam evapora-

tion. The Au layer provides the electric-conducting

path for the electroplating and Ti layer enhances the

adhesion of the Au layer to the Si substrate. The

PMMA resist diluted in anisole is spin-coated on top

of the Au seed layer. The thickness of the PMMA resist

determines the maximum height of the nano-pillars, as

illustrated in Fig. 5. Table 1 shows the list of some

examples of the resist parameters and corresponding

layer thicknesses [11].

The fabricated template can be used as the part of

the cathode during the electroplating. The cathode is
split into two parts: the template and a Cu-coated

dummy chip. The purpose of the dummy chip is to

precisely control the current density at the cathode (�J),
which is defined as the total current divided by the

cross-sectional area of the cathode. With the template

alone, the cross-sectional area, which is the sum of the

area of the patterns on the template, is extremely small

(on the order of nm2 or mm2) so that the current density

can sharply change by a small error in the area mea-

surement. By adding the dummy chip whose cross-

sectional area is a few orders of magnitude larger

than the patterns, the total cross-sectional area of the

anode becomes insensitive to the small error in the area

measurement, so that the current density at the cathode

can be reliably controlled. As the anode material,

either insoluble platinized titanium mesh or soluble

metallic plate can be used, depending on the material

to be plated. Microstructure of the electroplated nano-

pillars is highly dependent on the plating condition,

including composition of electrolyte, waveform of the

applied current, and current density at the cathode. For

example, in order to fabricate the Cu nano-pillars, the

platinized titanium mesh was used as the anode mate-

rial, and rectangular pulsed current was applied

between the cathode and anode, as shown in Fig. 6a,

where the current density is maintained at �Jpeak during

on time, ton and becomes zero during off time, toff [10].
Electrolyte composition is also an important factor to

control the microstructure of the Cu nano-pillars. In

Table 2, the electroplating parameters to create the NT,
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Fig. 6 (a) The waveform of

the pulsed electroplating

current. (b) SEM image of

a typical as-fabricated

Cu nano-pillar (Reprint with

permission from [10])

Nano-sized Nanocrystalline and Nano-twinnedMetals, Table 2 The electroplating condition for the fabrication of 500-nm Cu

nano-pillars for each microstructure (Reprint with permission from [10])

Microstructure Electrolyte composition Jon (A/cm
2) ton (ms) toff (ms)

Feature sizes

Grain

size (nm)

Twin

thickness

(nm)

Nano-twinned (NT) 125 g/L of CuSO4∙5H2O + 50 g/L of H2SO4 0.4 1 100 N/A 8.8

Nanocrystalline (NC) 100 g/L of C6H8O7∙H2O + 28 g/L of

CuSO4∙5H2O + 50 g/L of (NH4)2SO4

1.2 1 100 160 N/A

Nanocrystalline

Nano-twinned

(NCNT)

50 g/L of C6H8O7∙H2O + 28 g/L of

CuSO4∙5H2O + 50 g/L of (NH4)2SO4

0.72 1 100 250 6.7
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NC, and NCNT Cu nano-pillars are summarized,

including the electrolyte composition, �Jpeak, ton, and

toff [10]. The Scanning Electron Microscope (SEM)

image of a typical as-fabricated pillar is shown in

Fig. 6b.

Fundamentally, all conventional electroplatable

metals can be also fabricated into the nano-pillar

forms utilizing the method in the previous paragraph.

However, determining electroplating parameters for

specific microstructure, especially the waveform of the

applied current, can be challenging. While specific

details have to be developed for each material, the

general guideline is that (1) the grain size inversely

scales with the plating overpotential, and hence reduc-

ing forward current density often yields the larger grain

size. (2) Sometimes, using pulsed current is efficient in

producing larger grain size as it periodically reduces the

depletion region near the cathode, and consequently

lowers the overpotential. The recipes to create single

crystalline Cu [11], polycrystalline Au [11], and poly-

crystalline In [12] nano-pillars are available elsewhere.
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Synonyms
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DNA FET; Nano-FET; Nanowire FET biosensor
Definition

Nanostructure field effect transistor (nano-FET) bio-

sensors are nanoscale electronic devices used to detect

and measure the presence and concentration of specific

biological molecules within a given sample solution.

These sensors utilize a quasi-one-dimensional semi-

conducting nanostructure as the active sensing element

to detect the presence of local electric fields produced

by charged biological molecules.
Overview

Biomolecular Detection Technologies

Methods for detecting and measuring the presence,

abundance, and activity of biological molecules, such

as proteins, DNA, and RNA, enable the investigation

of basic biological function, molecular diagnosis of

diseases, and development of therapeutic treatments.

The combination of polyacrylamide gel–based electro-

phoresis separation (and related blotting techniques)

and absorption-based chromogenic dye staining (e.g.,

Coomassie brilliant blue or silver staining) has tradi-

tionally formed the core technologies for protein and
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Fig. 1 (a) Schematic of a single nano-FET biosensor. (b) Sche-

matic of a nano-FET biosensor chip with integrated microfluidic

sample delivery system. The nano-FET biosensor array is

housed within the microfluidic system (Adapted with permission

from Macmillan Publishers Ltd: [5], copyright 2006)
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nucleic acid detection. Subsequent development of

fluorescence- and luminescence-based labeling stains

offered the opportunity for multicolor labeling, mak-

ing multiplexed analysis possible. However, these

methods were limited to the detection of biological

molecules on gels and blots. Immuno-labeling of fluo-

rescent and luminescent probes allowed specific pro-

tein detection and facilitated the emergence of

immunoassays able to detect and quantify the abun-

dance of a target protein molecule in solution. These

optical detection methods suffer from large sample

volume consumption, high reagent costs, and long

assay times which, when combined with the drawback

of using labeling molecules, preclude the application

of these technologies to many laboratory and clinical

applications (e.g., real-time protein quantification and

point-of-care clinical diagnostics).

A number of novel label-free protein-detection

strategies have since been developed in an effort to

overcome some of the aforementioned limitations.

Many of these strategies leverage nonoptical transduc-

tion modalities to circumvent the limitations imposed

by optical probes. Examples include micro-/nano-

surface plasmon resonance sensors [1], micro- and

nano-cantilevers that translate biomolecular interac-

tions into mechanical deformations [2], nanostructured

field effect transistors (FETs) that measure intrinsic

biomolecular charge [3], and electrochemical sensors

that translate biomolecular adsorption to changes

in redox current [4]. Of these technologies, nano-

FET biosensors offer unique device characteristics

including ultrasensitive, real-time, and label-free

measurement capability, compact physical form,
CMOS-compatible and simple on-chip integration

with circuitry and microfluidic systems, direct electri-

cal readout, and multiplexed detection capability.

Structure

Nano-FET biosensors are composed of a semicon-

ducting quasi-one-dimensional nanostructure (e.g.,

nanowire or nanotube) bridging the source and drain

electrodes (Fig. 1). The nanostructure serves as the

transistor’s channel and functions as the sensing ele-

ment of the device. The biosensor structure deviates

slightly from that of the transistor in the placement and

structure of the gating electrode. While the gate elec-

trode in a nano-FET is typically located directly above

the channel, separated by a thin dielectric layer, the

nano-FET biosensor uses a solution gate electrode that

is typically composed of platinum or Ag/AgCl and

is immersed within the aqueous solution being mea-

sured. Furthermore, the nanostructure surface is

functionalized with a layer of analyte-specific recep-

tors to impart a degree of specificity to the sensor. This

may be accomplished via chemical bonding using

bifunctional linker molecules, or through physical

interaction due to adsorption, van der Waals forces,

and weak electrostatic forces.

While the specific nanostructure employed may

vary in shape, size, and composition, it is important

that these structures be quasi-one-dimensional and

exhibit semiconductive material properties. Typical

nanostructures used in the construction of nano-FETs

include single and multi-walled carbon nanotubes,

graphene, and silicon nanowires. Devices constructed

from other semiconductive materials such as
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Fig. 2 Real-time nanowire FET sensing results. (a) Conduc-

tance versus time data recorded following alternate delivery of

prostate-specific antigen (PSA) and pure buffer solution (1 mM
phosphate (potassium salt) containing 2 mM KCl, ph 7.4). Sub-

sequent PSA concentrations were 5 ng ml�1, 0.9 ng ml�1,
9 pg ml�1, 0.9 pg ml�1, and 90 fg ml�1, respectively.

(b) Complementary sensing of PSA using p-type (NW1) and

n-type (NW2) nanowire FET devices. Vertical lines correspond
to addition of PSA solutions of (1, 2) 0.9 ng ml�1, (3) 9 pg ml�1,
(4) 0.9 pg ml�1, and (5) 5 ng ml�1. Arrows on the bottom

represent the injections of sensing buffer solution (Adapted

with permission from Macmillan Publishers Ltd: [5], copyright

2006)
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metal-oxides and nanostructures of various shapes

including nanotubes, nanobelts, nanorods,

nanoribbons, and nanobars have also been reported.

Physics

Nano-FET biosensors utilize semiconductive

nanostructures to detect the presence of charged mol-

ecules in the immediate vicinity around the nanostruc-

ture surface. The sensing mechanism is based on the

observation that an externally applied electric potential

is capable of modulating the number of free charge

carriers within a semiconductive material, thus leading

to a measurable change in electrical conductance. For

a cylindrical semiconducting nanostructure with radius

R and length L, the charge carrier concentration may be

described as a function of the applied potential:

n0 ¼ C VG � Vtð Þ
qpR2L

(1)

where C is the gate capacitance, q is the elementary

charge, VG is the gate voltage, and Vt is the threshold

voltage [6]. As the conductance of the semiconducting

nanowire is described by:

G ¼ nqm
pR2

L

� 
(2)
the current passing through the nanowire (ID) for

a given source-drain voltage (VDS) is therefore:
ID ¼
L

n0qmVDS (3)

where m is the carrier mobility. Charged functional

groups present on the surface of bound biological

molecules such as proteins and nucleic acids provide

the necessary electric potential required to induce

a conductance change in the semiconductive nano-

structure, thus enabling the direct electrical detection

of such molecules using nano-FET devices (Fig. 2).

The strength of a molecule’s surface charge is

a function of electrolyte pH and is characterized by

the molecule’s isoelectric point.

The simplified analysis qualitatively illustrates the

physical sensing mechanism behind nano-FET biosen-

sors. However, this treatment does not accurately

describe the complexities of the nano-FET biosensor

system. Equations (1–3) describe the electrical behav-

ior of a cylindrical semiconducting crystal subjected to

a uniform charge density over the entire nanostructure

surface. This assumption fails to take into consider-

ation the nonuniform nanostructure surface charge dis-

tribution resulting from discrete biomolecular binding

events. The discrete gating mechanism by individual
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molecules in solution introduces several additional

phenomena that significantly influence the sensor’s

response including depletion of analyte from solution,

analyte transport mechanisms to the nanostructure sur-

face, and analyte-receptor binding and unbinding

kinetics. These effects become particularly important

in the detection of rare analytes.

Equation (3) also neglects the influence of electro-

static screening – the spatial arrangement of mobile

ions around a charged molecule to effectively neutral-

ize that charge. Importantly, target analytes must be

sufficiently close to the sensor surface in order to elicit

a conductance change due to electrostatic screening by

mobile charges around the analyte molecule (e.g., ions

in solution and charge carriers in the semiconducting

crystal). The Debye screening length, the distance

away from a charged molecule at which the electro-

static potential is diminished to zero due to screening,

defines the required proximity.

Debye length (aqueous electrolyte):
1

k�1 ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8plBNAI
p (4)

where I is the ionic strength of the electrolyte (mole/

m3),NA is the Avogadro number, and lB is the Bjerrum
length of the medium (0.7 nm for water).

Debye length (silicon):

LD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e0erkBT
q2ND

s
(5)

where er is the dielectric constant of the semiconduct-

ing material, kB is the Boltzmann’s constant, T is

the absolute temperature in Kelvin, q is the elementary

charge, and Nd is the density of donors in a substrate.

The implications of charge screening and a finite

Debye length make several important predictions on

nano-FET biosensing performance. Namely, these

relations suggest a conductance dependence on

charge carrier concentrations (ionic strength of an

electrolyte solution and doping density of

a semiconductor), size of the semiconducting crystal,

strength of the molecule’s net surface charge, and

the nanostructure-analyte separation distance. Inclu-

sion of these phenomena into a unified analytical

model that accurately describes experimental

nano-FET biosensor response is an active area of

research.
Performance Parameters

Nano-FET Sensitivity

Nano-FET sensitivity is the induced change in device

conductance (DGsd), upon exposure to a certain bio-

molecular stimulus for a constant source-drain voltage

(Vds). Sensitivity is defined as:
Sensitivity ¼ sd

G0

(6)

where DGsd is the direct conductance change

observed in sensing experiments and G0 is the initial

device conductance [7]. Because DGsd depends on the

specific nanowire parameters (e.g., diameter,

mobility, etc.) this value does not reflect the intrinsic

sensitivity. Instead, it is more meaningful to

characterize the sensitivity using a dimensionless

parameter (6). Normalization enables

comparison across devices with different physical

dimensions.

Sensitivity is closely related to three additional

parameters: detection limit (the smallest analyte con-

centration that can be measured, which is dictated by

the system signal-to-noise ratio); measurement resolu-

tion (the smallest detectable change in analyte concen-

tration, which is dictated by noise levels); and

measurement range (the measurable analyte concen-

trations, with the upper and lower bounds defined by

nanostructure saturation and the detection limit,

respectively). A higher sensitivity directly translates

into lower detection limit, finer measurement

resolution, and a broader measurement range.

Typical protein and DNA detection limits reported in

literature are in the pM (picomolar) to fM

(femtomolar) range [8, 9]. Single virus detection has

also been achieved [10].

Specificity

Specificity is a measure of a biosensors relative respon-

siveness to the target analyte as compared to all other

molecules present within the sample solution. Very

specific sensors should possess high sensitivity

toward the target analyte and low sensitivity toward

all other biomolecules. This attribute is imparted onto

a nano-FET biosensor by functionalizing the nanowire

surface (either covalently or noncovalently) with

a confluent monolayer of analyte-specific receptors/

ligands that bind specifically to the molecule of

interest.
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Fig. 3 Schematic representation of nano-FET biosensors

functionalized with (a) antibodies and (b) aptamers. Aptamers

(and antibody fragments) are smaller than whole antibodies. The

use of these capture probes thus results in increased nano-FET

sensitivity. For certain experimental conditions, aptamers may

serve as the ideal probe candidate as they are shorter than the

system Debye length while antibodies are not (Reprinted with

permission from [14]. Copyright 2007 American Chemical

Society)
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Response Time

Response time is the time it takes for the biosensor

system to obtain a stable biomolecular concentration

measurement upon introduction of the sample solution

to the sensor surface. As with any dynamic system, this

characteristic is captured in the step response of the

system by the settling time. For a nano-FET biosensor,

this parameter is influenced by the analyte-receptor

binding and unbinding kinetics, transport of analyte

molecules to the sensor surface, concentration and

degree of mixing of the analyte solution, and the elec-

trical response behavior of the measurement system.

The typical response time of nano-FET biosensors is

on the order of minutes.
Key Research Findings

Active areas of research in the field of nano-FET

biosensing include: (1) optimization of biosensor per-

formance based on the systematic examination of how

fundamental device parameters affect sensitivity,

specificity, and response time; (2) development of

robust large-scale fabrication strategies for the

manufacturing of biosensor arrays; and (3) develop-

ment of an analytical model capable of accurately

describing and predicting nano-FET biosensor

performance.

Performance Optimization

Minimizing the Effects of Charge Screening

As the effect of charge screening acts to minimize the

total nanostructure volume gated by surface charges,

thus reducing device sensitivity, strategies that

increase screening length are expected to improve

device sensitivity. The maximum device sensitivity
may be obtained in a situation where the effective

screening length is much larger than the radius of the

nanowire. Improved device sensitivity can thus be

obtained through careful design and optimization of

several device parameters that influence the effective

screening length:

Diameter Reduction of the nanostructure diameter

will dramatically increase the surface-to-volume

ratio, thus improving device sensitivity. This is the

primary advantage of decreasing the channel size and

explains why nanostructure FET sensors exhibit sig-

nificantly higher performance as compared to tradi-

tional planar FET devices.

Dielectric Thickness Silicon nanowires form a native

oxide layer (�1–2 nm) on their surface that serves as

a dielectric layer reducing the electric field strength

acting on the nanowire itself. This layer also increases

the separation distance between surface-bound mole-

cules and the semiconductive core of the nanowire.

Thus, a thinner oxide layer is expected to improve

sensitivity. Complete removal of the native oxide

layer surrounding silicon nanowires has been shown

to increase device sensitivity [11, 12].

Functionalization Scheme and Receptor

Size Decreasing the separation distance between the

receptor-bound analyte molecule and the nanostruc-

ture surface minimizes the effect of electrolyte screen-

ing. While antibodies are commonly used to

selectively bind analyte molecules to the biosensor

surface, the use of smaller capture probes such as

antibody fragments or aptamers in place of antibodies

can increase device sensitivity without the loss of

selectivity (Fig. 3) [13, 14]. Similarly, utilizing shorter
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bifunctional linker molecules to attach the capture

probes to the nanostructure surface may also increase

device sensitivity. The choice of functionalization

strategy may also dictate the capture probe

density and coverage on the nanostructure surface.

A poor capture probe density can result in the

nonspecific adsorption of molecules onto unmodified

areas of the nanowire surface and may also limit the

upper detection limit of the sensor due to capture

probe saturation.

Electrolyte Ion Concentration and pH The ionic

strength of the electrolyte solution influences the effi-

ciency of charge screening as the density of free ions is

directly related to size of the electric double layer

formed around a charged molecule. Higher ionic

strength electrolytes are thus able to screen a charged

molecule over a shorter distance. It is therefore advan-

tageous to perform biosensing experiments in low-ion

conditions to maximize sensitivity [15]. However, this

is not always feasible as many sensing applications are

performed with physiological samples (e.g., serum,

whole blood, etc.).

The pH of a solution also influences device sensi-

tivity by changing the effective electrical charge on

a biological molecule. Biological molecules such as

proteins and nucleic acids contain both acidic and

basic functional groups that may be positively or neg-

atively charged depending on the availability of pro-

tons (H+) present in solution. The pH for which the

negative and positive charges on the molecule are

balanced, resulting in zero net charge, is defined as

the isoelectric point (pI). The net charge on

a molecule is therefore a function of the electrolyte

pH and can become increasingly more positively or

negatively charged as the term jpI-pHj increases.
While tuning this parameter may be useful in specific

applications, the pH of a sample is usually fixed at

physiological levels (pH ¼ 7.4).

Carrier Concentration The screening length within

a semiconductive nanowire dictates the depth of

penetration into the nanostructure for which surface-

bound charged molecules are able to gate. For exam-

ple, the screening length in a silicon nanowire

operating with a typical carrier concentration of

1018–1019 cm�3 is �1–2 nm, suggesting that

only a small portion of the total nanowire volume

(a �1–2-nm thick layer at the nanowire surface) is
affected by surface charges. Decreasing the charge

carrier concentration will therefore increase device

sensitivity by increasing the screening length and the

total gated volume. This can be achieved by varying

either of two device parameters: the nanostructure

doping density or the bias voltage applied through

a gate electrode on the nano-FET biosensor. In terms

of semiconductors, lower doping densities result in

longer screening lengths and therefore produce higher

sensitivity devices [16]. It is instructive to note that the

optimum biosensor sensitivity is obtained when the

device is operating in the subthreshold regime, as

under these conditions, the transconductance is at

a maximum [7, 17, 18].

Optimization of Analyte Delivery Efficiency

Biomolecular detection using nano-FET sensors

requires the delivery of analyte to the sensor surface.

The efficiency of this process can therefore limit the

performance of nano-FET biosensors. Several phe-

nomena that influence this process include diffusive

and convective molecular transport mechanisms of

analyte to the biosensor surface, depletion of free ana-

lyte from solution, and nonspecific analyte adsorption

and binding.

Molecular Transport As with many surface-based

biosensor systems, the transport of analyte in solution

to the sensor surface plays a crucial role in governing

binding kinetics and ultimately sensor performance.

This is especially true when analyzing samples with

dilute concentrations of target molecules and/or

employing microfluidic systems for efficient and auto-

mated handling of small sample solution volumes.

A number of competing physical processes influence

target transport to the sensor surface. Analyte mole-

cules suspended in solution may diffuse randomly

within the solution, be convected along with flowing

fluid, bind to adjacent surface-bound receptors, or sub-

sequently unbind to reenter solution. The binding (or

collection) of biomolecules onto the sensor surface

simultaneously depletes the surrounding solution to

form a so-called depletion region around the sensor

(Fig. 4). As the depletion region grows in size, the

analyte diffusive flux decreases and thus the collection

rate becomes slower. Through finite element analysis,

Sheehan and Whitman determined that the size and

shape of the sensor profoundly affects the total analyte

flux to the sensor surface (Fig. 5a) and further argues
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Fig. 4 The steady-state

depletion zone around

a nanowire sensor from a pure

mass-transport problem. The

depletion zone is thick

compared to the nanowire, but

is substantially thinner than

the channel itself

(ds � LPes
�½ ¼ 100 nm).

Reaction-limited binding onto

the nanowire follows the

Langmuir binding curve (inset

top right) (Adapted with

permission from Macmillan

Publishers Ltd. Nature

Biotechnology [20], copyright

2006)
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Fig. 5 (a) Theoretical calculation of the time required for

a 10-mm-long hemicylindrical sensor to accumulate 1, 10, and

100 molecules due to diffusive molecular transport. The sensor

lies at the bottom of a channel whose width is equal to the

sensor’s length and which is filled with a 1 fM analyte solution.

(b) Finite element analysis (points) and theoretical calculation

(lines) of the total flux of molecules to a hemicylindrical sensor

in a microchannel (800 mm wide, 100 mm high). The total flux

plotted is the steady-state value at the given volumetric flow rate

for a 1 fM analyte concentration (Adapted with permission from

[19]. Copyright 2005 American Chemical Society)
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that without directed transport of biomolecules, indi-

vidual nanoscale sensors would be limited to

picomolar order sensitivity for practical time scales

(hours to days) [19].

While the diffusive depletion zone grows indefi-

nitely, albeit at an ever-decreasing rate, introduction

of convective flow (assumed to be laminar) halts this
growth resulting in a steady-state depletion zone with

a length scale defined by the balance between the

convective analyte flux delivered to the depletion

zone boundary and the diffusive flux out of the deple-

tion zone. By adjusting the convective flow rate

through the channel, it is possible to tune the size of

the depletion layer and thus control the rate at which
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Fig. 6 Schematic of a nanotube field effect transistor coated

with a polymeric functional layer. Co-functionalization with

a molecular receptor (biotin) and a nonreactive polymer (e.g.,

polyethylene glycol or polyethylene oxide) prevents nonspecific

adsorption of molecules onto the nanotube surface (Adapted

with permission from [22]. Copyright 2003 American Chemical

Society)
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molecules are delivered to the sensor surface (Fig. 5b).

However, Squires et al. argue that the total mass trans-

port varies only weakly with the flow rate as flow rates

must be increased 1,000-fold to enhance flux by

a factor of 10 [20]. The treatment thus far has assumed

instantaneous analyte-receptor coupling upon trans-

port of target molecules to the sensor surface. This

represents one of two sensing regimes that can be

described as being “transport-limited” as the availabil-

ity of analyte adjacent to the sensor surface limits

sensor response.

A second biosensing regime arises when consider-

ing the kinetics of analyte-receptor association and

dissociation (assumed to be first-order Langmuir kinet-

ics) [20]. If delivery of target molecules to the sensor

surface occurs at a faster rate than the net analyte-

receptor association rate, then the transport is said to

be “reaction limited.” In general, the reaction kinetics

is determined by the fidelity of the immobilized

reagents. While each of the two regimes imposes an

independent maximum target collection rate, the

“reaction-limited” condition is most desirable for

nano-FET operation as, for a given device, biomolec-

ular sensing is purely a function of analyte concentra-

tion. The sensor size and flow rate should thus be

adjusted to ensure nano-FET operation within this

regime. Alternatively, introduction of turbulent flow

or fluid mixing through innovative microfluidic design

may also be employed to overcome the limitations

imposed by convective and diffusive molecular trans-

port [8].

Depletion of Free Analyte As silicon and metal-

oxide nanostructures share similar surface chemistries

with several popular microfabrication substrates (e.g.,

silicon wafers, glass, quartz), surface modification

techniques used to attach receptor molecules to the

nanostructure surface can also functionalize the device

substrate. In this situation, the total device surface area

exposed to the sample solution during biomolecular

detection experiments is proportional to the number of

receptors available for reaction. Analyte binding

events with substrate-bound receptors do not induce

a change in nanostructure conductance. Rather, these

reactions serve only to deplete free analyte molecules

from solution, thus reducing the number of analyte

molecules available for reaction with nanostructure-

bound receptors. Minimizing the total surface area

exposed to sample solutions is, therefore, important
for maximizing device sensitivity. This effect may be

circumvented using nanostructure-specific surface

modification chemistries.

Nonspecific Adsorption Random adsorption of bio-

logical molecules onto the nano-FET sensor produces

a false-positive measurement signal. This effect may

be minimized by grafting a dense layer of long

nonreactive polymer chains (e.g., polyethylene glycol)

onto the nanostructure surface alongside receptor mol-

ecules (Fig. 6). The polymer chains prevent molecular

adsorption directly onto the nanostructure surface by

acting as a spacer while the co-functionalized recep-

tors are able to bring analyte molecules into intimate

contact with the nanostructure throughmolecular bind-

ing. The length of the polymer chains used for this

application should exceed the screening length of the

system.

Nonspecific adsorption of random molecules is

especially problematic when working with samples

containing numerous types of biological molecules

such as whole blood. One strategy that enables detec-

tion of a specific analyte within a whole blood sample

involves the use of a sample pre-purification procedure

before nano-FET measurement [21]. In this method,

the whole blood is introduced into a chamber in which

analyte-specific receptors have been immobilized on to

the chamber walls. Upon binding of free analytes to the
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surface-bound receptors, the whole blood solution is

flushed out of the chamber and discarded. The

receptors are then detached from the chamber surfaces

and transported to the nano-FET biosensor for

analysis.

Large-Scale Methods of Fabrication

Reliable large-scale fabrication of nano-FET biosen-

sors remains to be a significant technological chal-

lenge, impeding the adoption of this technology in

medical diagnostic and biomolecular detection appli-

cations. Unlike traditional microfabrication methods

for producing micrometer-level structures, the difficul-

ties encountered in nano-FET biosensor fabrication

arise from the process of establishing electrical contact

with nano-sized structures in a high-throughput and

reproducible manner.

Early methods for manufacturing nano-FETs

involve (1) the growth of individual nanostructures

using a chemical vapor deposition process, (2) transfer

of as-grown nanostructures from the growth substrate

onto a device substrate (a process which results in the

random placement and orientation of the deposited

nanostructures), and (3) identification of a suitable

nanostructure on the device substrate followed by the

patterning of metallic electrodes onto the ends of that

nanostructure using a mask-less nano-lithographic tool

(e.g., electron beam lithography or focused ion beam

lithography), which has a low throughput and is only

suitable for proof-of-principle use. Recently devised

batch-fabrication strategies for the wafer-scale produc-

tion of nano-FET arrays can be broadly categorized

into “bottom-up” or “top-down” fabrication methods.

Bottom-Up Fabrication Methods

One strategy for bottom-up fabrication is to make use

of pre-synthesized freestanding nanostructures using

epitaxial growth methods such as chemical vapor

deposition. This strategy affords several advantages

over top-down and other bottom-up approaches

including (1) strict control over nanostructure dimen-

sions and electrical properties, (2) the ability to assem-

ble nano-FET devices onto flexible and transparent

substrates, and (3) the ability to incorporate

nanostructures with unique chemical compositions

and architecture into nano-FET devices. Successful

incorporation of these nanostructures into nano-FET

devices relies primarily on the ability to transfer, align,

and position the as-grown nanostructures onto a device
substrate. Contacting electrodes may then be patterned

using conventional photolithography to form individ-

ual sensors or sensor arrays.

Flow Alignment Flow alignment is a method that

makes use of flowing fluid to align suspended

nanostructures along a single orientation in the direc-

tion of flow [23]. By passing a nanostructure suspen-

sion through a microfluidic structure formed between

a poly(dimethylsiloxane) mold and the device sub-

strate, free-flowing nanostructures assemble onto the

device substrate due to surface forces and remain

relatively aligned parallel to the direction of flow.

The resulting degree of alignment is a function of the

flow rate as increased flow velocities result in

a narrower angular distribution among deposited

nanostructures. Furthermore, varying the total flow

duration dictates the nanostructure deposition density,

with longer flow durations favoring higher nanostruc-

ture densities. This method is useful in controlling the

degree of nanostructure alignment and the deposition

density, thus allowing subsequent electrode formation.

Nano-FET fabrication can therefore be achieved by

patterning a pair of electrodes parallel to the flow

direction using conventional microfabrication pro-

cesses. For this physical arrangement, minimizing the

electrode pair separation distance increases the likeli-

hood of a bridging nanostructure between the electrode

pair; however, the exact number of bridging

nanostructures resulting from this process is

probabilistic.

Nanostructure Contact Printing Nanostructure

contact printing is a method that provides similar

results to the flow alignment strategy. This method,

however, relies on mechanical shear forces to detach

freestanding nanostructures from the growth substrate,

and friction to align the deposited the nanowires onto

the device substrate [24]. In this method, the growth

substrate is inverted and placed on top of the device

substrate such that the nanostructures are sandwiched

in between (Fig. 7). Weights are added on top of the

growth substrate to control the applied pressure

between the two substrates in order to optimize the

deposited nanostructure density. The growth substrate

is then pulled over the device substrate at a continuous

velocity in order to deposit and align the

nanostructures onto the device substrate. The shear

velocity and the amount of friction between the two
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Fig. 7 Contact printing of

nanowires. (a) Schematic of

the contact printing process for

producing well-aligned

nanowire arrays. (b) Dark-

field optical and (c) SEM

images of 30-nm nanowires

printed on a Si/SiO2 substrate

showing highly dense and

aligned monolayer of

nanowires. The self-limiting

process limits the transfer of

nanowires to a single layer,

without significant nanowire

bundling (Adapted with

permission from [24].

Copyright 2008 American

Chemical Society)

Nanostructure Field Effect Transistor Biosensors,
Fig. 8 Blown bubble film approach. Nanostructures are dis-

persed in a polymer solution. A volume of solution is expanded

as a bubble using a die to produce well-aligned nanostructures

suspended within a thin film. The film is then contacted with

a substrate to deposit well-aligned nanostructures onto the sub-

strate ([25] Reproduced with permission of The Royal Society of

Chemistry)
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substrates influence the resulting degree of nanostruc-

ture alignment. The latter may be adjusted with the use

of a lubricant.

Thin-Film Nanowire Suspension Thin-film

nanowire suspension is a method that makes use of

the observation that nanostructures suspended within

a liquid thin film will align along a single direction
when that film is elongated. Therefore, this

method involves the formation of a large balloon

from a nanostructure suspension (Fig. 8) [25].

The aligned nanostructures within the thin film can

then be transferred to a substrate by placing the sub-

strate in contact with the balloon. Nano-FET fabrica-

tion would subsequently proceed as in the case of flow

alignment.
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Fig. 9 Linker-free directed

self-assembly. (a) The

patterning process of

octadecyltrichlorosilane self-

assembled monolayer on

a solid substrate via

photolithography. (b) Self-

assembly suspended

nanostructures onto the bare

surface regions on the

substrate. Subsequent

photolithography and

metallization can be used to

pattern electrodes onto the

ends of the deposited

nanostructures (Adapted with

permission from Macmillan

Publishers Ltd. Nature

Nanotechnology [26]:

copyright 2006)
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Directed Self-Assembly Directed self-assembly

relies on the minimization of surface energy to assem-

ble suspended nanostructures into predefined locations

on a substrate [26]. In this method, surface modifica-

tion strategies are used to render certain portions of the

device substrate either hydrophobic or hydrophilic

(Fig. 9). Upon immersion of the substrate into a nano-

structure suspension, individual nanostructures will
self-assemble onto the hydrophobic portions of the

substrate. This strategy can be used to deposit individ-

ual nanostructures at specific locations over a large

area on a substrate. A similar strategy using analyte-

ligand interactions has also been employed in which

suspended nanostructures are functionalized with

biotin molecules. Upon immersion of a substrate

with bound streptavidin molecules at predefined
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(a) Schematic of nano-FET device after anisotropic etching. The

silicon-on-insulator active channel (yellow, width w and thick-

ness t) is undercut etched, whereas degenerate leads (red) are

etch-resistant. The source (S), drain (D), and underlying

backgate (G) are labeled. (b) Scanning electron micrograph of

a complete device (Adapted with permission from Macmillan

Publishers Ltd: Nature [26], copyright 2007)
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locations, biotin-streptavidin conjugation forces the

nanostructures to assemble onto the device substrate

at predefined locations.

Dielectrophoresis Dielectrophoresis (DEP) utilizes

electrical fields to manipulate nanostructures. In this

method, metallic contact electrodes are patterned on

the device substrate prior to the assembly of

nanostructures onto the device. By applying a biased

alternating voltage across the electrodes, a local

nonuniform electric field is produced, exerting

a force on suspended semiconducting nanostructures.

This force causes the nanostructures to assemble

across the two electrodes. This process is easily ame-

nable to the large-scale production of nano-FET arrays

and can be used to fabricate single nanostructure FET

devices; however, typical DEP trapping processes

yield networked multi-nanostructure FET devices

[27]. This process is highly susceptible to the experi-

mental conditions including the size, shape, and prop-

erties of the nanostructure to be manipulated, and

parameters of the electrical signals, as well as the

electrical properties of the surrounding medium.

In Situ Growth of Nanostructures In situ growth of

nanostructures is a method that utilizes patterned cata-

lysts to selectively synthesize nanostructures at certain

regions on the device substrate. These catalysts (e.g., iron

or gold particles) are required to initiate and/or propagate

nanostructure growth. In some cases, the direction of

nanostructure growth can be influenced with the applica-

tion of an electric field, therefore enabling control of the
resulting nanostructure orientation. This method usually

produces numerous nanostructures and is, therefore, use-

ful in fabricating nano-FET sensors that utilize a network

of nanostructures.

Top-Down Fabrication Method

Anisotropic Lateral Wet Etching Top-down

methods are typically based on the anisotropic lateral

wet etching of nanometer-thin SOI (silicon-on-insula-

tor) wafers to produce well-defined nanostructures

from the device layer (Fig. 10) [8]. Micro- or nano-

sized etch masks are patterned via conventional or e-

beam photolithography and anisotropically time-etched

to produce nanometer-wide nanostructures. Source and

drain electrodes are degenerately doped, rendering them

conductive and unaffected by the etchant. This approach

enables wafer-scale formation of semiconducting

nanostructures at precise locations on a wafer-scale,

making subsequent electrode fabrication relatively

straightforward using conventional photolithography.

As this method relies on time-controlled anisotropic

etching for the removal of material, it is highly suscep-

tible to small changes in processing conditions such as

etch time, processing temperature and mixing, and

device-layer doping density and crystal orientation.
Future Directions

At this point in time, the development of nano-FET

biosensors is still in the proof-of-concept phase. The

promise of highly sensitive, label-free electrical
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sensors with real-time measurement capability

remains attractive for numerous medical and basic

science research applications. While great progress

has been made in nano-FET fabrication and detection,

continued research into large-scale fabrication

methods for batch-manufacturing nano-FET sensors

will be essential for the ultimate commercial success

of this technology and its application to clinical and

research applications. In addition to low cost and high

yield, these fabrication methods must produce devices

with consistent sensing performance across the nano-

FET sensors such that measurements made with these

devices can be standardized. Another critical hurdle

that must be overcome is the issue of poor analyte

specificity and nonspecific binding. While some strat-

egies have been put forth to remedy these issues, these

solutions must be further improved upon before nano-

FET biosensors are able to reliably analyze whole

blood, serum, and other specimens. Lastly, efforts in

the area of nano-FET biosensor integration with

microfluidic and lab-on-chip devices will facilitate

point-of-care diagnostic applications and real-time

closed-loop drug delivery systems. Successful lab-on-

chip integration will also enable the creation of

multiplexed nano-FET biosensor arrays, which could

hold great promise in the areas of basic chemical and

biological research, high-throughput screening sys-

tems for drug development, and novel in vitro biology

experimentation. The future will likely see many

point-of-care biosensors using electrical-based detec-

tion, and nano-FET biosensing technologies can

possibly play an important role.
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Synonyms

Functionalized nanomaterials
Definition

Nanostructured functionalized surfaces are materials

that contain microscale and nanoscale features pro-

duced in a well-controlled manner with nanocoating,
film deposition, or in situ surface modifications at nano-

scale level, with the aim to improve the material perfor-

mances. The potential applications of nanostructured

functionalized surfaces are wide; some examples are

in vivo imaging and diagnostics (nanosized contrast

agents for medical imaging, miniaturized devices);

in vitro miniaturized diagnostics (lab-on-a-chip, point-

of-care measurements); drug development, delivery,

and therapy (nanoparticles, nanobody, affibodies); tis-

sue engineering; and implants of drug dispenser/factory.
Overview

Nanostructures or nanomaterials have peculiar physi-

cal and/or chemical properties, different from their

bulk material. Main differences rely on topography or

chemistry or on both aspects of the outer layer of the

material which becomes “nanostructured” when these

topographical and/or chemical modifications are made

at a nanometric level. Nanostructured surfaces can be

produced by surface modification of materials conven-

tionally interacting with biological systems such as

human body (biomaterials). Nanofunctionalization

techniques can be divided in two main categories:

(a) nanocoating and film deposition and (b) in situ

surface nanofunctionalization. These two types of

techniques are often combined to produce surfaces

with hybrid nanostructures such as a coating/film and

a nanostructured zone. Typical techniques belonging

to the first category are, for example, plasma spraying,

plasma immersion ion implantation and deposition,

chemical or physical vapor deposition, cold spraying,

and self-assembly, whereas the second category

is represented by methods like laser etching,

shot blasting, acid and alkali treatments, anodic

oxidation, micro-arc oxidation, ion implantation, and

similar [1].

The nanofunctionalization of the surface can

improve the performances of biomaterials, helping

their use in clinical applications. In fact, cells life in

complex tissues is controlled through modulation of

cell binding to the extracellular matrix, which is com-

posed by nanostructures. Cells respond to micro- and

nanofeatures with different chemistries and topogra-

phies, resulting in changes in cell alignment, polariza-

tion, elongation, migration, proliferation, and gene

expression. Through micro- and nanopatterning tech-

niques it is possible to precisely position selected

http://dx.doi.org/10.1007/978-90-481-9751-4_262
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Nanostructured Functionalized Surfaces 1761 N

N

biomolecules on a substrate for driving cell growth

and, possibly, regulating cell functions [2].

While flat nanostructured surfaces are mainly suit-

able for cells growing in different conditions

depending on chemical and topographical patterning

of substrates, other nanostructures are also deeply stud-

ied for various applications. Nanostructures such as

metal or metal oxide nanoparticles, quantum dots,

silica, carbon nanotubes, C60, hydrogel, block copoly-

mer, and dendrimer are reported [3]. Main applications

of these different types of nanostructures are imaging

(both biolabeling and biosensing, comprising diagnos-

tics purposes) and drug or gene delivery (for instance

nanobodies or affibodies against cancer cells). Nano-

structured surfaces, such as possibly functionalized

nanoparticles or even nanotubes, are also included in

micro- and nanodevices aimed at diagnostics and/or

medical treatments.

Various methods for the fabrication of nanostruc-

tured functionalized surfaces are available, either

adapted frommacro-scale technologies or ad hoc devel-

oped, while fewer are the techniques suitable for the

production of nanoarrays containing multiple features

such as a range of different proteins or small ligands.

Topographical and chemical nanopatterning of surfaces

by methodologies substantially developed for fabrica-

tion in the microelectronic field are not reported in this

chapter, whereas scanning probe–based techniques uti-

lized to obtain functional structures at nanoscale (such

as nanoarray) with different features are described in the

following paragraphs. They are based on, for example,

dip pen nanolithography, SNOM lithography, and

nanografting.
Flat Nanostructured Surfaces

Flat nanostructured functionalized surfaces are sur-

faces with defined regions of different chemical func-

tionality to achieve site-specific attachment of one

species in some areas while minimizing unwanted

surface interactions in other areas. Two surface pat-

terning types can be distinguished, a structural topog-

raphy and a chemical patterning, but at nanometric

scale these features can be mixed. Moreover,

a topographical pattern can be performed maintaining

the surface chemistry, but the majority of chemical

techniques induce a change in topography. Different

strategies to achieve such patterned surfaces have been
proposed, mainly using techniques developed in the

microelectronics field to chemically modify some parts

of the surface, for example, via electron irradiation or

extreme UV interference lithography or via

microcontact printing. Alternatively, the combination

of different substrate materials for the creation of pat-

terned surfaces, commonly via photolithography, is

also reported [4]. The production of patterns of low

cost and high complexity (three or more addressable

chemistries) over large areas was recently described

[5]. The method proposes the creation of a long-range-

ordered array of microscale “cups” with multiple

material regions by a combination of colloidal lithog-

raphy and the bottom-up deposition techniques of

plasma polymerization and evaporation as well as

sputtering via physical vapor deposition. Plasma poly-

merization possesses indeed the unique practical

advantages that offer single-step coating with nanome-

ter-scale control over thickness and a wide range of

functional groups can be presented with control over

density.

Patterned surfaces gained great attention since cells

respond to micro- and nanofeatures with different

chemistries and topographies. The influence of various

topographic features such as grooves, ridges, stops,

pores, wells, and nodes in microscale or nanoscale

has been analyzed by culturing a wide variety of cells

in the presence of such patterned nanosurfaces. Fibro-

blasts are greatly studied with nanotopography, show-

ing as a general behavior that the adhesion increases

with decreasing feature size or height. Morphology

and cytoskeleton arrangement also change. The details

of the nanotopography, and hence randomness and

pattern, play an important role in eliciting different

cell responses [6]. Muscle cells, endothelial cells,

blood cells, hepatocytes, and many other cell lines

were also studied, as revised by Yim et al. [6], con-

cluding that cells vary their adhesion, proliferation,

migration, and gene expression properties if grown

on nanostructured substrates. This behavior could be

ascribed to the fact that cells in their natural environ-

ment interact with extracellular matrix components

which are in the nanometer scale. For example, the

basement membrane of many tissues displays features

of pores, fibers, and ridges in the nanometer range.

Moreover, surface nanofunctionalization was dem-

onstrated to significantly affect cellular and subcellular

functions, as reviewed by Liu et al. [1], stating that

clinical applications of biomaterials can be improved



N 1762 Nanostructured Functionalized Surfaces
by producing a nanostructured surface. Apart from

physical or chemical treatments aimed at the creation

of nanostructures on a material surface, the modifica-

tion of a substrate with specific ligand which improves

cell attachment and differentiation is also well

documented. Bell et al. [7], for example, reported the

use of oligopeptides to coat titanium surfaces for

osteointegration of orthopedic implants by favoring

attachment of osteoprogenitor cells and promoting

osteoblastic differentiation. Stem cell differentiation

to desired phenotypes was also deeply studied in

response to nanostructured growing substrates [2]. In

particular, it was demonstrated that it is possible to

drive cell adhesion, migration, proliferation, and even

differentiation of stem cells, by the design and fabri-

cation of growing surfaces or scaffolds with controlled

topography and chemistry at the micro- and nanoscale.

Topography acts on cell shape and alignment through

mechanical interaction of the plasma membrane and

the specific ligands present on it with the

nanostructures on the substrate surface. However, the

most important parameter at micro- and nanometer

level seems the order or randomness characteristic of

the surface. Chemical patterning regulates cell func-

tions by mechanical interaction (e.g., adhesive micro-

islets) or by direct receptor-ligand interaction with

cell-membrane proteins. Topography and chemistry

can also be combined to have synergistic effects and

mimic the natural cell micro-environment.

Apart from eukaryotic cells, bacteria can also colo-

nize surfaces possibly responding to nanotopography.

Main difference is however the fact that bacteria live

on surfaces as a community within a species- and

strain-specific extracellular polymer, forming the so-

called biofilm. Little is known about the response of

bacteria toward nanostructures and only indirect

experimental results support the idea that bacteria are

able to use molecular features of their cell membrane

as sensors and implement intracellular signaling path-

ways to sense the surface and to react to the stimuli

created by the surface [8].
Functionalized Nanostructures

Various nanostructures or nanomaterials sensitive to

environmental or biological parameters have been

reported. Usually they are made of metals, metal oxides,

semiconductors, silica, carbon nanotubes, C60, hydrogel,
block copolymer, and dendrimer [3]. Nanometer-sized

metallic structures, such as platinum, gold, and silver

nanoparticles, exhibit unique optical properties. In fact,

the characteristics of the plasmons excited by the light on

their surface are depending on the dielectric constant of

the media that constitute the interface. The adsorption of

molecules to the nanoparticle changes this parameter,

leading to detectable optical changes of the plasmon

resonance. Moreover, these nanostructures can be

functionalized to specifically interact, for example, with

cells for site-specific drug delivery or imaging purposes.

It was clearly demonstrated that differently decorated

nanoparticles interact in different extent with cell mem-

branes and cell uptake is indeed greatly influenced [9].

Iron oxidemagnetic nanoparticles have been usedwidely

in biological detection because of their good biocompat-

ibility and ability to be manipulated under an external

magnetic field. Quantum dots are also extensively used

for biolabeling and biosensing, since they exhibit advan-

tages in signal brightness, photostability, multicolor-light

emission, and size-tunable properties.

Carbon-based nanomaterials are recently gaining

interest for biomedical applications. Carbon nanotubes

have been used as drug or gene carriers and for

biosensing, whereas certain fullerene C60 derivatives

and fluorescent carbon dots have been developed as

nontoxic alternatives to semiconductor quantum dots

for biomedical imaging [10].

Self-assembly has been also extensively explored to

functionalize the material surface and build

nanostructures or nanomaterials, including ordered

mono- and multilayers, liposomes or vesicles,

nanoparticles, nanotubes, and nanofibers. Moreover,

self-assembled nanostructures from block copolymers

have also frequently been reported. They consist of

two or more covalently bounded blocks with different

physical and chemical properties, resulting in

a supramolecular assembly that can respond to changes

in temperature, pH, and redox potential. In fact, they

can generate various microdomain morphologies by

means of intramolecular forces.

Since active selectivity is often desirable, targeted

drug delivery carriers are functionalized with anti-

bodies or antibody fragments to provide such active

localization. The conjugation of multiple antibodies to

each nanocarrier enhances their specificity and ability

to detect their targets; nanocarriers can thus be surface-

functionalized with multiple distinct antibodies to

overcome tumor heterogeneity. Functional, single-
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domain heavy-chain antibodies, referred to as

nanobodies, have been raised against cancer targets

with the purpose to either antagonize receptor function

or deliver an enzyme for prodrug activation.

Affibodies against a variety of cancer-related targets

have been developed and are now commercially avail-

able, including: EGFR, HER2, and transferrin [11].

Nanoparticles have also been capped with various bio-

compatible polymers such as PVA, dextran, silica, and

inorganic capping agents like biotin, citric acid, avidin,

carbodiimide, SiO2, and chitosan-PEG. These mole-

cules then act as linkers for the coupling of cytotoxic

drugs or target antibodies. A step forward is, for exam-

ple, the design of luminomagnetic nanocarriers

functionalized with the ligand folic acid [12]. This

approach combines the luminescent and magnetic

properties of the luminomagnets with the specificity

of folic acid making them feasible for folate receptor-

mediated molecular imaging and targeted drug deliv-

ery. Besides these, the small size of these

luminomagnetic particles (about 8 nm) can be

exploited for their easy elimination from the body

after delivery of the drugs.

Furthermore, micro- and nanostructures are included

in the development of smaller medical devices or sys-

tems aimed to drug and gene delivery, tissue engineer-

ing, biosensors, and diagnostic systems. The final goal

relies in developing implantable sensing and/or treat-

ment devices to collect information for diagnosing dis-

ease and administrating treatment in vivo [3].

Finally, another class of nanostructured materials is

often mentioned as potentially suitable for bio-applica-

tions. Hydrogels and molecular imprinted polymers can

be considered either as flat nanofunctionalized surfaces

or nanosystems similar to those described in this para-

graph. Hydrogels are 3D high-molecular-weight net-

works composed of a polymer backbone, water, and

a cross-linking agent. They can be stimuli sensitive,

thus being of great interest in drug delivery, cell encap-

sulation, and tissue engineering [3]. Molecular imprinted

polymers are also described as powerful nanotools for

specific applications. They are tailor-made biomimetic

receptors often used for functionalizing the surface of

nanomaterials with sensing or separation purposes.

Molecular imprinted polymers are produced by polymer-

ization in the presence of molecular templates that are

removed afterward, thus creating complementary nano-

structured surfaces. These new surfaces can bind selec-

tively the target (or template) used to prepare them [3].
Nanoscale Patterns Fabrication

Nanoscale patterns are generally quite difficult to work

with, both in terms of preparation and characterization.

Besides downscaling the fabrication methods origi-

nally developed for microconditions to nanoscale

(such as photolithography, nanoimprint lithography),

dedicated fabrication methods have been proposed for

these applications. The following paragraphs describe

the scanning probe–based techniques most commonly

utilized to obtain functional structures at nanoscale

such as nanoarrays containing different features.

Dip Pen Nanolithography

A scanning probe technique that has been developed

for the production of nanoarrays is the ▶Dip-Pen

Nanolithography (DPN), first reported by Mirkin’s

group in 1999 [13]. DPN makes use of one or several

AFM tips that are dipped into an ink and subsequently

used to write a nanoscale pattern on a surface. The

method was presented as a powerful technique to

deposit molecules on a substrate from AFM tips at

resolutions comparable to those achieved with much

more expensive lithographic methods. The principle

takes advantage of the water meniscus that naturally

forms between the ink-coated probe tip and the sub-

strate when the scanning was done in contact mode

under ambient laboratory conditions. The ink moves

on the substrate by capillary transport through the

meniscus, as shown in Fig.1, Panel A. A key point is

the correct choice of the ink and the substrate, which

have to possess reciprocal chemical affinities, thus

favoring the chemical adsorption of the ink molecules

onto the substrate. An useful application of this tech-

nique is related to the precise functionalization of

nanoscale devices previously prepared by more con-

ventional lithographic methods. The resolution of DPN

depends on several parameters such as the grain size of

the substrate, the molecule diffusion rate, the tip-

substrate contact time and the scan speed, and finally

on the environmental conditions such as humidity. The

minimum feature sizes producible by DPN are in the

range of 15 nm [8].

Nanografting

An effective way to introduce chemical and functional

features with nanoscale lateral resolution down to few

nanometers has been developed by Liu and coworkers

starting from 1997 [14, 15] using an AFM (▶AFM) tip.

http://dx.doi.org/10.1007/978-90-481-9751-4_282
http://dx.doi.org/10.1007/978-90-481-9751-4_282
http://dx.doi.org/10.1007/978-90-481-9751-4_100017
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This method is based on the local modification of a self-

assembled monolayer (▶Self-assembled monolayers)

surface, previously deposited starting from an alkanethiol

solution, on a flat gold substrate. The surface is then

mounted in a liquid environment AFM cell, allowing

its observation and nanomanipulation with the AFM

tip. While scanning the surface in a low load regime

(< 1 nN) results in the three-dimensional imaging of

the surface, increasing the load over a threshold value

one obtains the removal of the previously deposited

thiolated molecules under the tip, locally disrupting the

monolayer and exposing the gold surface. If thiolated
molecules (usually different from that used in the initial

SAM deposition) are present in solution, a newly depos-

ited SAM is obtained in areas where the tip is removing

the old one, locally changing morphology and chemistry

of the surface. Patches with different height with respect

to the surrounding surface can be deposited and detected

in topography AFM images. Nanografted structures can

also introduce characteristic groups in specific areas that

show a chemical contrast in AFM friction images. The

principle is illustrated in Fig.1, Panel B.

Nanografting can be applied even with a solution of

the same molecule previously used for the initial SAM

http://dx.doi.org/10.1007/978-90-481-9751-4_100736
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formation (homogeneous nanografting), obtaining in this

case the removal of defects that were possibly present in

the SAM [15]. Having obtained a nanopatterned surface

endowed with specific chemical groups in well-defined

patches, one can then exploit this method to create

nanoarrays of biomolecules. Liu and coworkers [16]

showed how to take advantage of both non-covalent

and covalent attachments to form such protein

nanoarrays, down to a lateral scale of tens of nanometers.

This method generally leads to non-oriented protein

patches, as demonstrated by the AFM analysis, that

shows the presence of proteins with different heights

with respect to the surface, corresponding to the different

protein orientation. The nanografting technology can be

also successfully applied to the realization of DNA

nanoarrays, when thiolated single-stranded DNAs are

used in the solution during the nanografting process.

DNA lines as narrow as 10 nm can be indeed fabricated.

Moreover, nanografting allows a controlled density

deposition of DNA strands, depending on the number

of tip passages over the same area [17]. Successful DNA

hybridization has been demonstrated on such nanoarrays.

It is also possible to extend such a technique to

realize protein nanoarrays: Patches of single-stranded

DNAs of different sequences are deposited using

nanografting in specific places of a surface previously

covered with a SAM able to discourage aspecific pro-

tein adhesion. Then, proteins linked with DNA

sequences that are complementary to that of the patch

where the protein deposition is desired are incubated

over the surface. Thanks to the DNA complementarity,

a specific protein localization is then obtained. The

effectiveness of this methodology for the realization

of nanoscale protein sensors has been demonstrated

using human serum enriched with antibodies against

specific proteins that were previously immobilized on

nanografted patches, showing that antibodies bind to

the patches where their targets are present [18].

A method that in similar fashion takes advantage

of the DNA hybridization properties to direct the

localization of nanosized objects with the help of

an AFM probe (although not based on nanografting)

has been demonstrated by Kufer and coworkers in

2008 [19]. Their method is based on the fabrication of

specific areas on a glass surface, namely, depot areas –

where DNA-coupled nanoobjects are picked up by

a single-stranded functionalized AFM tip, and target

areas – where the nanoobjects are delivered with

a precision of some nm to form the desired pattern.
More than 5,000 object transfers with the same tip have

been demonstrated.

SNOM Lithography

In 1983, it was proved the Scanning Near-field Optical

Microscopy (SNOM), shortly after the invention of the

first proximal probe technology, the Scanning Tunneling

Microscope (STM). These two techniques are based on

a similar principle, but in the case of STM the detection is

performed on the electron tunneling currents, while in the

case of SNOM the detection is performed on the tunnel-

ing of photons. This characteristic makes the SNOM

suitable for the analysis of nonconductive samples [20].

By illuminating the sample with near-field light, the

probe tip is held very close to the sample without

touching. An evanescent light field is created in very

close proximity of surface. The evanescent light

through the aperture is incident on the sample, exciting

the atoms in the surface to reradiate propagating

waves. The same probe can then collect the propagat-

ing light and transmit it to an appropriate detector. The

probe tip can be designed in two different ways, an

aperture-based tip and an apertureless-based tip (as

illustrated in Fig.1, Panel C). In an aperture-based

SNOM, however, the nanometer-scale aperture limits

the light throughput and the resolution. To overcome

these limitations an apertureless SNOM was devel-

oped that uses an apertureless probe, similar to an

STM or AFM tip, to scan within the near field of the

sample. In this case the sample is first irradiated from

above by far-field light in order to produce the evanes-

cent field on the surface of the sample. The evanescent

photons then excite the atoms in the probe tip, which

reradiate the propagating photons.

An interesting application of this technique is related

to the lithography-like process. The SNOM probe is

used as an energy source for modifying a variety of

materials at the nanoscale level, including conventional

photoresists and non-conventional electro-magneto-

optical materials as well as ferroelectric and SAM.

The photoresists layer deposited on a substrate may be

changed for instance by laser pulses emitted from the

SNOMprobe, offering resolutions unachievable by con-

ventional optical and laser systems (well beyond the

diffraction limit). Patterns are generated by scanning

the probe over these target surfaces and both aperture

and apertureless probe tips are used, obtaining different

resolution limits (50 nm for aperture probe and down to

10 nm for the apertureless probe).
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Definition

Materials having nanometric dimensions are able to

improve their functional properties, which allow their

exploitation in highly performing sensors.
N

Overview

Materials with at least one dimension smaller than

100 nm are classified as nanostructured. Compared to

micro-sized ones, nanomaterials are characterized by

a higher surface to bulk ratio, usually leading to an

enhancement of optical, mechanical, electrical, struc-

tural, and magnetic properties [1].

In the last few years, research focused its efforts on

the development of multifunctional composite mate-

rials, able to performmultiple non-structural functions,

sometimes combined with a suitable mechanical

response. If nanostructured, they can also imply addi-

tional functional properties with respect to conven-

tional composites. Multifunctional materials can be

used for developing highly performing sensors, partic-

ularly in the case of single-phased and composite

materials containing carbon nanotubes and piezoelec-

tric phases [2].
Piezoelectric Materials

Piezoelectric materials are able to directly convert

a mechanical signal into an electrical one and vice

versa. For this reason piezoelectric materials pro-

duce a charge when subjected to a stress (direct

effect) or a strain when an electric field is applied

(converse effect). These materials can then be used

as actuators or sensors, by exploiting their con-

verse or direct piezoelectric effect, respectively.

Generally piezoelectric sensors are used for mea-

suring several parameters, like acceleration, angu-

lar rate, pressure, force, temperature, mass,

magnetic field, and amount of several chemical

substances [3].

Piezoelectricity can be expressed by several mate-

rials, such as single crystals, ceramics, polymers, and

composites [4, 5]. Even if they naturally present this

behavior, piezoelectric single crystals, as quartz and

Rochelle salt, cannot be easily used being isotropic,

e.g., they have different properties depending on the
cut and the orientation directions. Most piezoelectric

ceramics applied in commercial sensing devices are

made of polycrystalline ferroelectric ceramics [6],

which present a higher strength and an easier fabrica-

tion with respect to single crystals [4]. Ferroelectrics

are characterized by a spontaneous polarization which

can be orientated under a realizable electric field. In

fact, they initially contain randomly oriented, polar-

ized regions, named domains. These polarized regions

form upon cooling at a temperature called the Curie

temperature to minimize the total elastic energy of the

ceramic structure. In this state, they do not present

piezoelectric properties. When an electric field is

applied, the domains align; this process is known as

poling. When the electric field is removed, most

domains remain aligned and piezoelectricity is

induced.

Generally the piezoelectric ceramics present

a composition that implies a structural instability

such as polymorphic phase transition (PPT) or

morphotropic phase boundary (MBP) [7]. PPT-based

systems are characterized by a large temperature

dependence of piezoelectric properties and a rapid

depoling, due to temperature changes close to PPT

temperature. In the case of MBP-based materials, pie-

zoelectric features are slightly influenced by tempera-

ture, but their working temperatures approach a half of

Curie temperature.

Among polycrystalline ferroelectric ceramics, the

first system studied for its piezoelectric properties was

barium titanate (BaTiO3) in 1943 and it remained

the primary electroceramic material until the discovery

of the lead zirconate titanate or PZT (PbZrxTi1-xO3) in

1954 [4]. The former is a PPT-based, high-

performance piezoelectric ceramic, the latter presents

a MBP from tetragonal to rhombohedral phase at about

48 mol% PbTiO3 content.

For a long time PZT was the most used

piezoceramic for its very attractive behavior in sensor

applications [5, 7]. Notwithstanding this, in 2003 the

European Union claimed PZT as a hazardous sub-

stance and research efforts were then focused on

lead-free piezoceramics having high performances.

For this reason, in the last decade, alternative systems

were deeply studied modifying the composition of the

traditional ferroelectric ceramics. In particular, this

compositional engineering approach involved perov-

skite-based materials, exploiting their solid solutions

with other ferroelectric systems or their doping, e.g.,
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the introduction of different types of cations within

their structure. The perovskite structure ABO3 consists

in a face-centered cubic array, in which the large

cations A are placed at the corners of the unit cell,

the smaller cations B in the body center, and the oxy-

gen atoms in the center of each face, as illustrated in

Fig. 1 [5–7].

Even if the high symmetry of the perovskite struc-

ture could lead to improved poling and consequently

higher piezoelectric performances, currently no inno-

vative lead-free ceramics are able to compare the pie-

zoelectric and thermal behavior of PZT-based

materials.

On the other hand, a structural engineering

approach, based on template grain growth, grain size

optimization, and domain engineering, is able to

enhance the electromechanical performances of

existing piezoelectric materials. For instance, in the

case of BaTiO3, a microstructural refinement can dou-

ble the piezoelectric coefficient. In this case, the finer

grain size implies a decrease of the domain size and an

increase in density of domain walls, which are able to

influence the piezoelectric properties [5, 8]. Moreover,

a fourfold increase of the piezoelectric coefficient can

be reached synergically combining the effect of

submicrometric domain sizes and grain orientation

obtained by template grain growth technique. The pos-

itive effect of the grain orientation was also demon-

strated in the binary system (Bi1/2K1/2)TiO3–BaTiO3

(BKT–BT) [5].

Generally piezoelectric ceramics can be applied in

sensors as bulk components or thin films, by using

micromachining techniques [2, 3]. Thin films from

one tenth to several tens of microns in thickness can

present different properties with respect to the

corresponding bulk material. This is due to the depen-

dence of the piezoelectric features to the morphology

and density of the film, as well as to the compositional

aspects related to the stoichiometry and presence of

impurities. Moreover, the piezoelectric behavior can

also be influenced by the orientation and nature of the

substrate material. All the deposition methods are

based on three fundamental steps; firstly, the atomic

or molecular species are yielded by chemical or phys-

ical processes. In the former case chemical vapor

deposition or sol-gel techniques can be used; in the

latter one, sputtering or pulsed laser deposition can be

employed. After this step, deposition on the substrate

is achieved through transport and condensation
mechanisms and finally, the film is obtained by crys-

tallization and annealing [3].

In order to achieve a long-term stability of

piezoelectricity at room temperature and to

develop flexible devices, piezoelectric polymers

can be employed [9]. Generally ferroelectric mate-

rials based on polyvinylidene fluoride (PVDF), odd

nylon, vinylidene cyanide (VDCN), and aromatic

and aliphatic polyurea families are exploited [9,

10]. In the case of PVDF-based polymers, the

residual polarization after poling is due to the

alignment of CF2 dipoles present in their structure

(CH2–CF2)n and trapped charges. Dipoles are ori-

ented in the crystalline phases inside lamellae and

in the interfaces between crystalline and

noncrystalline phases, while the charge traps are

present at the surface of crystallites [10]. The elec-

tromechanical performances of these polymeric

materials can be improved by the polymerization

of PVDF with other fluorinated polymers, which

implies an increase of the crystallinity [9]. In the

case of odd-nylon and polyurea families the field-

induced orientation of N–H and C–O dipoles is stabi-

lized by the hydrogen bonding present between adja-

cent polymer chains. On the other hand, in the case of

amorphous polymers such as VDCN-based materials,

an easier orientation of the C–CN dipoles is obtained

by poling at temperatures near to the glass transition
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temperature and freezing the residual polarization,

through the cooling down of the system under the

electric field [9, 10].

Among piezoelectric polymers, PVDF presents the

best electromechanical behavior at room temperature,

but its performances decrease at higher temperature

[9]. This drawback can be partially limited through

the copolymerization of PVDF [11]. Other ferroelec-

tric polymers can be used, but they are characterized by

less piezoelectric properties [9, 11].

Compared to the pure polymer performances, pie-

zoelectric composites offer significantly higher func-

tional properties. It is in fact possible to synergically

couple the best features of the ceramic and polymeric

phases while minimizing the poorest properties [4, 11].

Composites can be classified on the basis of the con-

nectivity between the constituent phases according to

Newnham notation [4]. This notation describes the

number of dimensions each phase is physically in

contact with itself. When just two components are

considered, ten configurations are possible: 0-0, 1-0,

2-0, 3-0, 1-1, 2-1, 3-1, 2-2, 3-2, or 3-3, illustrated in

Fig. 2 [5].
Among them, 0-3, 1-3, and 2-2 connectivity have

been recently developed, in order to tailor the piezo-

electric response through the exploitation of aniso-

tropic composites having different ceramic phase

contents [11].

In the last few years, miniaturization of devices

based on piezoelectric behavior involves the

exploitation of carbon nanotubes as functional mate-

rials [12].
Carbon Nanomaterials

Multidimensional carbon nanomaterials include

graphite, graphene, and carbon nanotubes. They are

made of carbon atoms in an exagonal configuration,

bonded each other with sp2 bonds [13]. Graphene is

a two-dimensional sheet of carbon atoms and repre-

sents the repetitive unit of the graphite. Carbon

nanotubes (CNT) consist in graphene sheets rolled to

form cilynders, as shown in Fig. 3. In particular, carbon

nanotubes can be classified as single-walled (SWCNT)

or multi-walled (MWCNT); the former, consisting in
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a single graphene cylinder, the latter, being made of

concentric cylinders with an interlayer spacing of

0.34 nm. CNT nanostructure, atomic arrangement,

diameter, and length strongly affect their mechanical,

electric, and thermal properties [12].

Carbon nanotubes show an electromechanical

behavior that, unlike to piezoelectric ceramics, is due

to the phonon frequency shifts as a consequence of

a charge injection [12]. This feature is mainly exploited

in carbon nanotubes composites, which are character-

ized by a change in resistance when subjected to

a chemical, thermal, or mechanical loading. Among

them, the most promising sensing devices based on

carbon nanotubes are the chemiresistive-type ones. In

fact, their high sensitivity, small size, high surface area,

and high aspect ratio imply the ability to detect smaller

concentrations of analyte than traditional sensors.

In comparison to carbon nanotubes, the homoge-

nous distribution of electrochemically active sites at

a nanometer scale and the higher purity could make

graphene an ideal material for sensing and detection.

Notwithstanding this, no consolidated studies have

been carried out about its application in sensing

devices to date [14].
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Synonyms

Nanostructured thermoelectrics; Thermoelectric

nanomaterials
Definition

Nanostructured thermoelectric materials are materials

that contain nanoscale constituents and exhibit

enhanced thermoelectric performance due to nano-

scale phenomena.
Introduction

To a great extent, the development of civilization has

evolved with the technological advent of energy pro-

duction, storage, delivery, and use. As electricity will

remain the most convenient form of energy in the

foreseeable future, eco-friendly technology to generate

electricity is of the utmost importance. Heat, however,

has always been an abundant but low-quality form of

energy as more than half of all the energy generated by

mankind is lost as heat. As such, harvesting and

converting the waste heat emanating from many dif-

ferent sources (e.g., solar, geothermal, and exhaust
from automobiles or other industrial processes) into

electricity is highly desirable. One emerging market is

to harvest the large amount of waste heat (�2/3 of the

generated power) from an automobile’s engine and

convert it into “onboard” electrical energy using ther-

moelectric (TE) devices. Meanwhile, there has always

been a strong need for solid-state cooling (heat man-

agement) in microelectronics, which often requires

responsive spot size cooling instead of traditional envi-

ronmental cooling. This is best satisfied by TE refrig-

eration, the gain from temperature stabilization and

device performance can be significant.

The simplest technology applicable for direct heat-

electricity energy conversion is thermoelectricity [1].

Thermoelectricity is based on two basic effects, the

Seebeck effect: generating electricity from a tempera-

ture gradient (“power generation mode”), and the

Peltier effect: generating a temperature gradient when

electrical current is applied (“refrigeration mode”). As

shown in Fig. 1 [2], a basic thermoelectric couple

consists of one leg made of n-type material and one

leg made of p-type material in order to maximize the

amount of power generated or the amount of heat

absorbed, many of these couples are connected elec-

trically in series and thermally in parallel to form

a thermoelectric (TE) module or device.

The working media of TE materials are the elec-

trons, rather than the atomic or molecular gases or

liquids used in mechanical power generation and

refrigeration systems. Accordingly, the TE device is

a solid-state assembly without moving parts or green

house emissions, lightweight and compact, respon-

sive, and feasible for miniaturization, the TE device

can readily work in tandem with other alternative

energy technologies, such as photovoltaics. This is

an important feature because no single technology

can meet the world’s energy needs in the twenty-

first century; a combination of many technologies is

necessary. Given the ubiquitous heat sources and the

modular aspects of the TE device, thermoelectricity is

guaranteed a position as an alternative and comple-

mentary energy technology of the twenty-first

century.

At present, however, the conversion efficiency of

thermoelectricity is inferior to that of equivalent

mechanical systems by a factor of �2–4. For this

reason, thermoelectricity has been long confined to

niche applications, where the issue of efficiency is

less of a concern than the issues of energy availability,

http://dx.doi.org/10.1007/978-90-481-9751-4_51
http://dx.doi.org/10.1007/978-90-481-9751-4_100566
http://dx.doi.org/10.1007/978-90-481-9751-4_100850
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reliability, compactness of the device, and quiet oper-

ation. For example, radioisotope TE power generators

are the primary power source used in the Voyager and

Cassini spaceships for NASA’s deep-space missions

beyond Mars, where fuel cells, solar cells, and nuclear

power are not feasible.

The efficiency of a TE device can be calculated by

regarding it as a heat engine working between a heat

reservoir and a heat sink. The maximum efficiency of

power generation, �, and that of TE refrigeration, f, of
a TE device [1] is determined by the Carnot efficiency,

�Carnot, and the dimensionless figure of merit, ZT, of

the TE materials of which it is composed.
� ¼ �Carnot�TE

¼ Thot � Tcold
Thot

�  ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ZTm
p � 1

Tcold
Thot

� �
þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ZTm
p

2
4

3
5 (1)

f ¼ Tcold
Thot � Tcold

�  ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ZTm
p � Thot

Tcold

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ZTm
p þ 1

2
4

3
5 (2)

The Carnot efficiency, �Carnot, is the ratio of the

temperature difference between the hot-end
temperature, Thot, and the cold-end temperature, Tcold,
to Thot, and Tm is the mean temperature [1]. ZT is the

material parameter of prime importance in thermoelec-

trics study:
ZT ¼ sa T

k
¼ PF

k
¼ sa T

kph þ ke
	 
 (3)

where s is the electrical conductivity, a the

thermopower (i.e., Seebeck coefficient), k the total

thermal conductivity (often expressed as the sum of

the lattice thermal conductivity, kph, and the carrier

thermal conductivity, ke), PF the power factor, and T

the temperature in Kelvin. The Wiedemann–Franz

relationship, ke ¼ LsT, is often used to estimate ke,
where L is the Lorenz number. Although there is no

theoretical upper limit for ZT values, the current state-

of-the-art bulk TE materials have a maximum ZT � 1

in their respective temperature ranges of operation

because the physical quantities (s, a, and k) that gov-
ern ZT are inherently interdependent: A helpful mod-

ification of any of these quantities often adversely

affects the others. These materials ideally have con-

version efficiencies of 7–15% depending on the

specific materials and the temperature differences

involved.
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Nanostructured Thermoelectrics: Big Gains
from Small Sizes

Equations (1)–(3) shift the fundamental issue of TE

energy conversion to the materials’ physical transport

properties. As such, modern thermoelectrics studies

are materials oriented; tremendous efforts have been

contributed continuously to developing high ZT TE

materials. A high ZT TE material is ideally a

“phonon-glass electron-crystal” (PGEC) system that

also possesses a large thermopower. A PGEC system

is a system that simultaneously possesses a glass-like

poor lattice thermal conductivity and a crystal-like

good power factor. Over the past decade, the efforts

of pursuing higher ZT materials have culminated into

a two-pronged strategy, depending on the type of mate-

rial studied. One approach is to develop novel bulk

materials in line with the concepts of “PGEC,” while

the other is to search for higher ZT in nanostructured

thermoelectric materials (NTMs) that possess

reduced dimensionality or nanometer characteristic

lengths [3, 4].

The main themes of this entry are the strategies,

implementations, and challenges of NTMs. Interested

readers are referred to other reviews [5–7] and the

references therein for more details about the topics

discussed herein.

Classical and Quantum Size Effects

The paradigm of NTMs dates back to the early

proposition by Hicks and Dresselhaus [3] that

a low-dimensional material may have enhanced TE

properties compared to its bulk counterpart due to

quantum size effects. Low-dimensional material is

the material whose system size in one or more direc-

tions is comparable with the wavelength or the mean

free path of a quantum particle or an excitation.

Accordingly, the charge-carrying electrons and heat-

carrying phonons may be subject to different size

effects, providing an extra layer of control of the

charge and heat flows via altering the characteristic

length scales of a low-dimensional (“confined”)

system.

The experimental proof-of-principle studies in

“custom nano-engineered” quantum dot and

superlattice systems [4] show that (i) enhancement of

s and a can be achieved simultaneously with the

reduction of k in a nanostructured material, (ii) the

degrading of the electrical transport property is
minimized by an optimal choice of band offsets in

these heterostructures, and (iii) the primary gain in

ZT is from the reduction of kph, rather than the

predicted enhancement of the PF, which has been

attributed to the less-dispersed phonon modes or pho-

non scattering due to interfacial lattice mismatch. To

date the record high ZT is still held by superlattice and

quantum dot systems, but the present cost of the

nanofabrication processes restricts the large-scale

commercial use of these “custom nano-engineered”

systems.

Theoretical studies of the mechanism of heat con-

duction in superlattice systems suggest that the ther-

mal boundary resistance and a high density of

interfaces, rather than the atomically perfect inter-

faces or the periodicity of nanostructures, accounts

for such a significant reduction of kph. It naturally
leads to the idea of using bulk nanostructured mate-

rials (namely, nanocomposites) as a potential cost-

effective and scalable alternative to these “custom

nano-engineered” systems for high ZT materials [8].

Important advantages of nanocomposites include

being made using a bulk synthesis procedure and in

a form compatible with existing commercial TE

devices, possessing better mechanical properties,

and being more isotropic.

Despite the variety in micro-morphologies and TE

properties of superlattice, quantum dot systems, and

nanocomposites, the mechanisms underlying the

enhancement of ZT are largely the same: While clas-

sical size effects limit the mean free paths of both

electrons and phonons, quantum size effects may

alter the electron band structures or phonon dispersion

relations individually. As shown Fig. 2 [6], many

advances in the enhancement of ZT are attained in

these nanostructured thermoelectric materials

(NTMs).

It is not always easy to distinguish classical and

quantum effects. For example, the wave-particle

dual nature of electrons may manifest itself in

nanostructures, where the electron transport is

between the coherent transport mode as a wave and

the incoherent transport mode as a particle. None-

theless, the combined and quantum size effects can

make the physical properties of a NTM so different

from its bulk counterpart(s) that the NTM is eligible

to be treated as a new material, even they may have

the same chemical composition. Si is a good example

[5, 6].
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Nanostructured Thermoelectric Materials, Fig. 2 ZT of the

state-of-the-art TE materials, both n-type and p-type, as

a function of temperature and year [6]. Many of recent advances

in the enhancement of ZT are achieved in NTMs, while it should

be noted that some results have not yet been reproduced or

verified
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Micromorphology and Preparations of NTMs

The micromorphology of a NTM determines the mate-

rial’s TE properties. Hence creating a controlled

micromorphology using a bulk synthesis procedure is

crucial for the development of NTMs. As shown in

Fig. 3 [9], the micromorphologies of NTM are com-

prised of three major aspects: (i) the composition,

structure and characteristic dimension of

nanostructures; (ii) the connectivity of nanostructures

(i.e., the topology); and (iii) interfaces [10]. When the

characteristic length scale becomes smaller, the

aspects (ii) and (iii) often become more important

than the aspect (i) in determining the TE properties of

the NTMs. In certain cases, interfaces should be treated

as an individual phase. Note that the effective medium

theory suggests that the ZT of a composite cannot

exceed the best performing constituent if there is no

contribution from the interfaces.
The recent advent of nanomaterials and nanotechnol-

ogy provides a variety of ways to prepare NTMs, to

name a few: molecular epitaxial growth, laser ablation,

chemical vapor transport, vapor–liquid–solid growth,

etching, wet chemistry and hydrothermal synthesis,

ball milling, mechanical alloying, melt spinning and

phase separation. High-energy ball milling is an effec-

tive scalable method to produce large amount of

nanoparticles of a variety of compositions. Another nota-

ble nanostructuring method is melt spinning, which can

create rich nanostructures via highly dynamic quenching

process. The current focus is mainly on nanostructuring

bulk materials with well-known TE properties, such as

Bi2Te3, PbTe, CoSb3, and SiGe. The impacts of

nanostructuring are thus amenable to a certain degree

of analysis, prediction, and optimization.

In particular, nanocomposites can be prepared by

means of ex situ or in situ methods. The ex situ approach
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is typically performed in a two-step fashion:

Nanomaterials are first prepared using the aforemen-

tioned methods, and then densified into bulk objects

[11]. The two most widely used densification methods

are hot pressing (HP) and spark plasma sintering (SPS).

The SPS process can densify nanoparticles in a relatively

short time, compared to HP process, to avoid the inter-

diffusion and growth of grains. The main drawback of

the ex situ method is the lack of coherence in interfaces,

which may severely degrade the carrier mobility. An

alternative way is the in situ or self-assembled prepara-

tion [12], including precipitation nucleation and growth,

spinodal decomposition, and matrix encapsulation

(“arrested precipitation”), with the resulting interfaces

being mostly coherent or semi-coherent.
Strategies and Implementation of
Nanostructuring

This section is devoted to several important strategies

and implementation of nanostructuring, each of which
is directed toward one of those physical transport

quantities that determine ZT (Eq. 3). The rationale

behind these strategies and implementation is in line

with the PGEC concept.

Reducing the Lattice Thermal Conductivity

Although the paradigm of NTMs started with the

theoretical speculation that quantum confinement

may induce enhanced electrical transport properties,

to date almost all high-performance NTMs are a result

of a very low kph. An interesting question thus

concerns the lower limit of kph in NTMs.

In a bulk material, the lower limit of kph was set by
the so-called alloy limit obtained by amorphous solids,

in which the phonon mean free path is close to half the

phonon wavelength. Historically, the alloying approach

was employed to reduce kph as the atomic scale lattice

imperfections can strongly scatter short-wavelength

phonons, but alloying can often lead to deterioration in

electrical conductivity. A somewhat oversimplified rela-

tionship, kph � (1/3)(vSCVLph), is often employed to

estimate the phonon mean free path, Lph, where vS is
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the sound velocity and CV is the heat capacity at

a constant volume. This relationship is derived from

the classical kinetic theory of heat conduction, regardless

of the details of the scattering mechanisms. At tempera-

tures comparable and above the Debye temperature, yD,
both vS and CV are weakly dependent on temperature,

kph is thus governed by Lph. At T << yD, the dominant

phonon wavelength, ld, is on the order of (yD/T)a, where
a is the interatomic spacing. At temperatures comparable

and above yD, ld is on the order of 2a. Experimentally,

neutron scattering and Raman spectroscopy can provide

a quantitative description of the phonon spectrum.

In several NTMs, the kph is found to be lower

than the “alloy limit.” Phonons in a material have tem-

perature-dependent spectra of wavelengths and mean

free paths, all of which contribute to kph (Fig. 4, [13]).
Hence it is the common belief thatmultiscale structural

complexity, from the atomic scale alloying and strain

fields to the interfacial boundary scattering peculiar to

nanoscale constituents, is required to scatter phonons of

a wide range of energies and wavelengths over a wide

temperature range. As the mean free path and wave-

length of phonons are typically on the nanometer scale,

nanostructuring is likely the best option for lowering the

kph, and probably the only option.

Reducing the Carrier Thermal Conductivity

Per Eqs. 1–3, the low TE conversion efficiency is due

primarily to a low ZT, which stems from irreversible

processes such as entropy generation and entropy flow
in the TE process. A so-called energy-specific equilib-

rium approach [14] has been proposed to minimize ke
via limiting the irreversible processes. The basic idea is

that the electronic efficiency (assuming kph ¼ 0) can

reach the Carnot limit when the electron transportmech-

anism between the hot end and the cold end is reversible

diffusion under a finite temperature gradient and a finite

voltage drop. The reversibility arises from the situation

where a system may have counter-propagating currents

in both directions that may result in no net flow of

charge while still transporting energy. As such, the

Lorenz number in the Wiedemann–Franz relationship,

which relates the thermal and electronic conductivities,

is minimized. This proposal can be experimentally real-

ized in a nanowire superlattice or quantum dot

superlattice system with a carefully spatially graded

chemical potential. In each quantum dot, the electrons

are distributed in a very narrow energy band (a delta

function like single level density of states); the value of

energy can be tuned such that the Fermi-Dirac distribu-

tion is invariant between the hot end and the cold end.

Suppressing the Bipolar Effect

Many TE materials are degenerate semiconductors or

semimetals, in which both electrons and holes contrib-

ute to the transport. The bipolar effect is detrimental to

ZT for two reasons: First, the presence of Peltier heat

flow can take place even when the total current is zero,

leading to an extra term in ke; second, the electronic

and hole contributions to a are of opposite sign and
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therefore cancel each other, often leading to a mini-

mum in a. The bipolar effect can be a significant term

at elevated temperatures. The key to suppressing the

bipolar effect is to restrict the contribution from the

minority carrier. For example, one way is to scatter

the minority carrier more effectively than the majority

carrier by the grain boundaries via preferential scatter-

ing (further discussed in Sect. “Multifold Preferential

Scattering at Interfacial Boundaries”); as a result, the

onset of the bipolar effect’s influence has been shifted

to a higher T.

Increasing the Power Factor

From the practicality point of view, a ZT� 3 will make

thermoelectricity an important contributor in the areas

of waste heat recovery and heat management, a ZT> 3

is certainly desired but the return in the conversion

efficiency becomes marginal [1]. At present, unless

people can employ coherent or correlated phonon scat-

tering effects to actively reduce the group velocity and

the number of heat-carrying phonon modes [6], any

further reduction of kph below the “alloying limit” is

not only difficult but also insufficient to reach a ZT� 3.

Due to the interdependence of s and ke, the enhance-
ment in the PF must come mainly from the enhance-

ment in the thermopower. In general, the magnitude of

thermopower is a measure of the entropy per unit charge

carrier. For the purpose of illustration, one can estimate

the minimum thermopower required for a viable TE

material by assuming a hypothetical material in which

kph is zero and the Wiedemann–Franz relationship

holds. As such, Eq. 3 is rewritten as ZT¼ a2/L, requiring
that a� 157 mV/K for a ZT¼ 1, 225 mV/K for a ZT¼ 2,

and 275 mV/K for a ZT ¼ 3.

Multifold Preferential Scattering at Interfacial

Boundaries

There are numerous results underscoring the impor-

tant role of interfacial boundary scattering [10].

A well-known mechanism is the energy-dependent

scattering of electrons, namely, the electron-filtering

mechanism [4]. The introduction of appropriate ener-

getic barriers at interfaces restricts the energy of car-

riers entering a material. At an interface, those

carriers with a mean energy substantially above the

Fermi level, EF, will pass through the interface pref-

erentially, thereby enhancing the thermopower that

directly depends on the excess energy (E–EF) of

charge carriers [7].
This leads to an important strategy that implements

multifold preferential scattering at interfacial bound-

aries: scattering phonons more effectively than elec-

trons as for a “PGEC”; and scattering those carriers

with a mean energy substantially lower than the Fermi

level more effectively than those with higher mean

energy to ensure a large thermopower. Certainly, the

interfacial boundary may somewhat degrade the elec-

trical conductivity, but the effect should not be signif-

icant because most TE materials are heavily doped and

the electron mean free path is very short. Such multi-

fold preferential scattering mechanisms can be

implemented via controlling the physical parameters

of the barrier at interfacial boundaries [10].

Electron Band Structure Engineering Based on

semiclassical theory, Pichanusakorn and Bandaru

recently proposed that [7] (i) the maximum PF of

a bulk material is a function of the reduced Fermi level,

an energy-dependent carrier scattering constant, and the

dimensionality; (ii) for any bulk materials and at any

temperatures, the PF maximizes when the magnitude of

thermopower is in the range of 130–187 mV/K, while the
magnitude of PF can be increased by tuning the detailed

material parameters; (iii) in both bulk and nanostructured

materials, the PF is eventually limited by the onset of the

bipolar conduction; and (iv) the PF of a NTM can be

enhanced beyond the bulk value, say, via quantum-con-

finement-induced enhancement of magnitude of the

DOS, rather than the change in shape of the DOS.

Several Transformative Concepts There are several

interesting concepts that are viable to implement in

conjunction with the nanostructuring approach. In

a recent work, Heremans et al. [15] showed that a 2%

doping of Tl in bulk PbTe significantly increased ZT
from 0.7 to 1.5, which has been attributed to the

increase in DOS(EF) induced by resonant levels. Also

in the PbTe system, Pb and Sb co-nanostructuring was

found to significantly enhance the electron mobility

and lead to a ZT � 1.4, while this phenomenon was

not observed with Pb or Sb precipitates alone [8], the

underlying mechanism are not clear. Another promis-

ing class of materials are the strongly correlated semi-

conductors, in which the virtual excitations from d- or
f-levels into the conduction band give rise to a sharp

feature in the DOS(EF), and a giant thermopower at

low temperatures. For example, despite a very high

kph, FeSb2 exhibits a colossal thermopower and
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a record high PF at low temperatures [16], the PF is

about 65 times higher than that of Bi2Te3. The high PF

at low temperatures makes these materials prime can-

didates for transient TE cooling (supercooling in

a Peltier cooler). There are currently very few mate-

rials, such as BiSb and CsBi2Te3, available for cooling

in the temperature range below room temperature [1].
Challenges in Nanostructured
Thermoelectrics

The effectiveness of “nanostructuring” as a means

to improve ZT has been corroborated by numerous stud-

ies. While a systematic search and subsequent

thorough investigation of promising materials may even-

tually yield the desired NTMs, the present trial-and-error

approach is not sufficient, and the concerted efforts of

theoreticians and experimentalists are needed to address

the key question as to why certain nanostructures are

thermoelectrically favorable while others are not. Some

of the challenges will be briefly addressed in this section.

Understanding the Phonon and Electron

Transport

Current understanding of phonon and electron transport

in NTMs is fairly limited. This lack of understanding

affects the ability to improve and design higher perfor-

manceNTMs. For example, although it is experimentally

shown that NTMs are able to exhibit kph lower than the

“alloy limit,” and the multiscale structural complexity

can suppress kph by strongly scattering a wide spectrum

of phonons, the existing models largely fail to provide

satisfactory predictions for the spectral dependence of

kph or the phonon transmissivity at interfacial bound-

aries. A pertinent question is what is the lower limit of

kph? [6, 13]. There is also much work to be done on

understanding electron transport in NTMs. The primary

difficulties are (i) the standard analysis based on the

Boltzmann transport equation loses its validity when

the characteristic length scale of NTMs is comparable

or less than the electron de Broglie wavelength; and (ii)

modeling the electron transport across the interfacial

boundaries. Models based on molecular dynamics and

nonequilibrium Green’s functions are promising options.

Creation and Evolution of Nanostructures

At present, the factors that control the nanostructure

formation and evolution in solids are not well
understood. More importantly, nanostructures are a

metastable state of the material. As NTMs will work

under high temperatures and temperature gradients, it

is important to study and optimize their long-term

stability, especially the impacts of interdiffusion and

coarsening on the TE performance of the NTMs. It is

noted that the nanoinclusions in the AgPbmSbTem+2

(LAST-m) NTMs are thermodynamically and kineti-

cally stable to at least 800 K over a long period of

time [8].

Cost of Raw Materials

Even with the desired improvement in ZT, a TE device

can only compete with the equivalent mechanical sys-

tems in some decentralized applications with a power

scale from mW to kW. After performance, the cost of

raw materials and fabrication is a major consideration

for any large-scale industrial application of NTMs. For

example, the price of tellurium (Te) has significantly

increased in the past few years due largely to the use of

Te in solar cells. This somewhat vitiates the enhance-

ment of ZT enhancement in NTMs and especially

limits the applications of Te-containing NTMs such

as those based on Bi2Te3 and PbTe. High-performance

NTMs based on abundantly available and nontoxic

elements are crucial for scaled-up applications of

NTMs in power generation and refrigeration. Figure 5

presents a histogram of the relative abundance of the

elements [17].
New Concepts

The advance in thermoelectrics studies hinges primar-

ily upon the discovery of novel materials and novel

concepts that implement decoupling the interrelated

TE quantities (s, a, and k) in order to optimize the

charge flow and entropy flow (the magnitude of a is

a measure of the entropy per charge carrier) in the

material.

Spin Caloritronics

The charge and lattice are the two degrees of freedom

most relevant to the conventional thermoelectricity

while the role of the spin degree of freedom has

received much less attention with the exception of

the layered cobaltates. A notable new area is spin

caloritronics, basically a combination of spintronics

and thermoelectrics. While the central theme of
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Screw-type lattice dislocations (shown in the inset) form topo-

logically protected 1-D conduction paths in a 3-D topological

insulator. (b) The contour plot of room temperature ZT as

a function of chemical potential, m, and the density of lattice

dislocations, n, for a sample’s length of 1 mm [20]
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thermoelectrics is controlling charge flows by means

of heat flows and vice versa, that of spintronics is the

active manipulation of the population and the phase

of spins, and that of spin caloritronics is the control-

ling of spin currents by means of heat flows and vice

versa. The recently discovered spin Seebeck effect is

conceptually different from the traditional charge

Seebeck effect in that the spin Seebeck effect is not

related to the charge-particle diffusion [18]. Uchida

et al. [19] proposed an exciting possibility of using

the spin Seebeck effect in magnetic insulators, in

combination with the inverse spin Hall effect, to

build TE devices “operating on an entirely new
principle.”
Topological Insulators

Beyond the local order parameter and long-range corre-

lation in the Landau symmetry-breaking description,

topological order results from long-range quantum entan-

glement of quantumstates and is describedby anewset of

quantumnumbers (variables), suchasground statedegen-

eracy, quasiparticle fractional statistics, edge states, and

topological entropy. Topological insulators (TIs) have

recently attracted great attention in condensed matter

physics. Among the state-of-the-art bulk TE materials,

Bi2Te3, (Bi,Sb) and certain half-Heusler compounds have

been recently identified as TIs. With the bulk insulating

and topologically protected surface conducting nature,

TIs have been suggested to be promising candidates for
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high-performanceTEmaterials.Asshown inFig.6, apos-

sible approach is to fabricate TI nanocomposites to com-

bine enhanced electric conductivity and thermopower

from the topologically protected 1-D channels

(engineered line dislocations) and suppressed thermal

conductivity (due to the vast phonon scattering at the

interfaces and the insulating bulk states) [20].
Perspective Remarks

As a fundamental phenomenon discovered in the nine-

teenth century, thermoelectricity has been widely used

in thermocouples for temperature measurements, but it

has only found some niche applications in power gen-

eration and refrigeration in the twentieth century. The

current state-of-the-art bulk TE materials such as

Bi2Te3, PbTe, CoSb3, and SiGe have been in the place

for 20–30 years; expansion of thermoelectricity into

broader applications is limited by the low ZT of mate-

rials. This could soon change due to the progress in the

emerging field of NTMs in the past decade. Quantum

and classical size effects in NTMs offer a means to tune

the thermoelectric conversion efficiency beyond that of

bulk materials. It is plausible to expect the recent

advances in NTMs, especially the creative preparation

methods, new materials, novel concepts, and better

understanding, will lead to eco-friendly, cost-effective,

higher performance thermoelectricity and a broader

application of TE power generation and refrigeration.
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Definition

The term Porous Silicon (or, the more general, Porous

Semiconductor) has been and is largely used to define

a class of semiconducting material in which pores are

opened, basically by means of electrochemical or chem-

ical processes. According to the present definition (and to

IUPAC), three different material types are identified, say,

nanoporous, mesoporous, or macroporous. The impor-

tant point is that these types are defined according to the

dimension of the pores, instead of the residual structures.

In practice, a correlation between pore diameters

and structure sizes is found, e.g., ensembles of

macropores and nanostructures are found very seldom,

and are the product of more complicated technological

steps, not the simple (electro)chemical etching.

The term Porous Silicon has been extended in the

past to define some kinds of disordered arrays of Sili-

con nanowires. This extended definition does not keep

into account for some regular macroporous structures

obtained by means of electrochemical etching coupled

with photolithography. Moreover, disorder is a typical

consequence for the (electro) chemical processes

employed, and cannot be considered as distinctive for

the material. In other words, nanostructured arrays can
be produced in many different ways, not only (electro)

chemical ones, and ordered (electro) chemical etching

is in principle possible.
Overview

Historical Notes

Porous silicon (PS) was accidentally discovered by

Arthur and Ingenborg Uhlir at the Bell Labs, in 1956,

in the framework of a research work on silicon and

germanium electropolishing. If the electropolishing cur-

rent was not reached for the electrochemical etching of

the siliconwafer, instead of a clean and polished surface,

a brown or black layer appeared, due to a nonuniform

dissolution of silicon atom (see Fig. 1). The material is

porous, full of fine holes, and the electropolishing regime

is reached only at the pore tips in these conditions. This

former evidence of PS was published in the Bell Lab’s

technical notes [1] and the study of this system aban-

doned until the 1970s–1980s, when the huge specific

surface of thematerial, of the order of hundreds of square

meters per square centimeter gave origin to spectro-

scopic studies, as a precursor for thick oxide growth on

silicon and to the first applications to gas sensing. In

1977 the first patent of a humidity sensor based on

porous silicon was deposited [2]. PS was also applied

to Silicon On Insulator (SOI) technology [3].

At the end of the 1980s, Leigh T. Canham working

at the British Defense Research Agency obtained the

experimental confirmation of his intuition that the

nanofilaments of porous could exhibit good lumines-

cence properties, due to quantum confinement effects.

Also other authors were investigating on the phenom-

enon, V. Lehmann and U. Gösele, but Canham was the

first to publish, in 1990, the experimental evidence of

PS room temperature photoluminescence [4, 5]. This

experiment stimulated the work of many research

groups all over the world in the nonlinear optical and

electrical properties, and the number of published

papers arose exponentially from 1991 to 1995. The

premises of a brilliant future for silicon-based lasers

were not maintained, due to the low efficiency of

electroluminescence of this material, slow decay

times and to the chemical and mechanical stability.

In the mid 1990s, the main applications of porous

silicon were micromachining, gas sensing and with

http://dx.doi.org/10.1007/978-90-481-9751-4_59
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Nanostructures Based on Porous Silicon, Fig. 1 Porous

Silicon formation voltammogram. Over the IPS, electropolishing

regime occurs. At lower currents, porous silicon is formed
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1995 the medical and biological applications received

a big boost, due to the demonstration of hydroxyapatite

growth on porous silicon end to the proven biocom-

patibility and hemocompatibility of nanostructure sil-

icon, again by L. T. Canham [6].

Other studies showed that B50 rat hippocampal

cells have a better adhesion onto porous silicon respect

to untreated surfaces, so indicating suitability of

porous silicon for cell culturing purposes.

In 2001 a group of researchers at the Technical

University of Munich [7] announced that hydroge-

nated porous silicon, in contact with liquid oxygen,

reacts explosively, releasing more energy than an

equivalent amount of TNT with higher speed, and

with no necessity of a detonating material also for

small quantities. The application of this discovery,

substituting the liquid oxygen requiring very low tem-

peratures with salts rich in oxygen, is in the air bag

igniters in the automotive field, in the satellite propul-

sion, and in atomic emission spectroscopy [8].

Fabrication of Porous Silicon

Anodization

Porous silicon is realized by electrochemical anodiza-

tion of a silicon substrate, in a solution of HF and

Ethanol in different ratio, depending on the silicon

wafer resistivity on the desired etch rate and thickness

and characteristics of the porous layer. The cathode is

a platinum wire or a grid; the beaker can be Teflon or
PVC (Fig. 2). To obtain homogeneous and thick layers,

a pulsed bias is preferable, so giving time to the solu-

tion at the pore tips to recover its title by Fluorine ions

diffusion from the bath.

The ethanol is added to the hydrofluoric acid to

favor the hydrogen bubbles removal from the porous

silicon layer during formation.

Formationmechanisms The selective removal of the

silicon atoms (local electropolishing at the pore tips) or

complete electropolishing is performed by the Fluorine

ions in presence of two or four holes in the bulk of the

semiconductor, allowing the breaking of the Si-Si

backbonding (Fig. 3). After the initial work of Turner,

Memming, and Schwandt proposed the overall disso-

lution reaction:
2

SiF2 þ 2HF! SiF4 þ H2 (2)

SiF4 þ 2HF! H2SiF6 (3)

Where h+ is the hole, e- the electron, and l is the

number of charges exchanged.

Similar mechanisms have been proposed in litera-

ture, including silicon oxide formation in presence of

H2O and dissolution in presence of HF, like in the case

of the electropolishing regime:

Siþ 2H2O! SiO2 þ 4Hþ þ 4e�

E ¼ �0:84V=NHE Normal Hydrogen Electrodeð Þ
(4)

SiO2 þ 2HF2
� þ 2HF! SiF6

2� þ 2H2O (5)
Stain Etching

Porous silicon formation occurs also in absence of an

external biasing, by stain etching with hydrofluoric

acid, nitric acid, and water.

The vacancies necessary to silicon dissolution in

this case are provided by HNO3, the etchant concen-

trations are generally higher, and the etch rates are

lower than in the electrochemical process. The first

studies were carried on during the 1960s to probe p-n

junction, then the discovery of room temperature

photoluminescence of porous silicon obtained electro-

chemically renewed the interest for stain etching, and
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Fig. 2 Electrochemical cell

scheme for Porous Silicon

fabrication, (exploded, left,
and assembled, right)
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Porous Silicon,
Fig. 3 Dissolution sequence

of silicon in presence of HF

and holes
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a systematic study regarding the structural and optical

properties of porous films have been exploited [9].

The reactions are the following:

Anode:
þ þ �
Siþ 2H2Oþmh ! SiO2 þ 4H þ ð4�mÞe (6)

SiO2 þ 6HF! H2SiF6 þ 2H2O (7)

Cathode:
HNO þ 3Hþ ! NO þ 2H Oþ 3hþ (8)
3 2

Overall:
3Siþ 4HNO3 þ 18HF! 3H2SiF6 þ 4NO

þ 8H2Oþ 3ð4�mÞhþ þ 3ð4�mÞe�
(9)

Recently, K. Kolasinsky [10] developed a new type

of PS stain etching oxidants like, Fe(III), Mn(VII), and

Cr(VI) drastically reducing hydrogen bubbling so

obtaining very homogeneous and highly luminescent

materials.
Metal-Assisted Etching

Metal-assisted etching (MAE) has been recently

reported, by Li, Bohn and coworkers [11], it is a sort

of self-catalytic etching of silicon, with no need of

polarization, since the formation mechanism is ruled

by local redox potential of the metal respect to silicon.

This drives the holes necessary to dissolution at the

metal-semiconductor interface. Noble metals like

gold, silver, or platinum can be used and obtained by

precipitation starting from liquid metallic salts like

AgNO3 and others, but also deposited in form of thin

solid films by sputtering or evaporation.

The metal clusters at the surface of the silicon

wafer, rapidly sink following the crystallographic

directions, and define silicon walls or wires (Fig. 4),

depending on the metal particle distribution at surface,

on the temperature and concentration of the etchants.

When the metal is patterned on the surface, MAE leads

to regular morphologies.

The dissolution of silicon in HF and an oxidizing

agent is a combination of chemical and electroless

process, having strong similarities with porous silicon

formation or electropolishing by stain etching in

HF–HNO3 [12].
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of silicon metal assisted

etching. In light blue the silver
clusters are depicted, for

different etching times (from

a.1 to a.3)
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In electrolessmetal-assisted etching, holes are injected

in silicon by H2O2, independently from the original sub-

strate doping. In this case, the oxidizing agent concentra-

tion can be considered equivalent to current density in

electrochemical process. HF concentration rules dissolu-

tion and surface chemistry at the same way for both the

processes. The ratio between oxidizing agent and HF

deeply affects the etching regimes and the morphologies.

The reaction mechanisms involved in the electro-

less dissolution of silicon in presence of metal particles

are rather complex and will be given in summary

following the work of Chartier and coworkers [13]

for the case of Ag on Si.

The Ag metallic nuclei at the silicon surface are

charged of electrons, and for charge compensation,

localize holes at silicon-silver interface, in majority

coming from H2O2 dissociation at cathode in presence

of catalyzing Ag, as shown in Eq. 10 and forming SiO2

or removing Si at anode, as in Eq. 11.

Cathodic reaction

The Ag particles at cathode, catalyze the reduction

of H2O2 as in Eq. 3 taking advantage from a favor-

able redox potential, and enhancing the etch rates

by supplying free holes in proximity of Si-Ag

interface.

H2O2 þ 2Hþ ! 2H2Oþ 2hþ

E0 ¼ þ1:76V=NHE Normal Hydrogen Electrodeð Þ
(10)

Anodic reaction

In analogy with the well-known chemical dissolu-

tion of Si in HF–HNO3 [14], summarizing the dif-

ferent mechanisms proposed in literature and

following the work of Chartier, the following

anodic reaction is proposed:

Siþ 6HFþ nhþ ! H2SiF6 þ nHþ

þ 4� nð Þ=2½ �H2 (11)
The general form is valid for the two already cited

electrochemical regimes, porous silicon formation and

electropolishing, where n, ranging from 2 to 4, is the

number of holes per dissolved Si atom.

In the case of n ¼ 2, porous silicon formation

occurs, with the following overall dissolution anodic

reaction:

Siþ 4HF2
� ! SiF6

2� þ 2HFþ H2 þ 2e�

E0 ¼ �1:2V=NHE
(12)

also valid for HF/HNO3 stain etching well below the

critical current density of electropolishing (JPS).

In the case of n ¼ 3, ½ H2 per dissolved silicon

atom, as in the case of 6MHF – 6MHNO3 solutions or

in stable electrochemical dissolution at JPS [15].

When n ¼ 4, the electropolishing regime occurs, as

in the case of low HF/HNO3 ratio or for current densi-

ties higher than JPS, with a different mechanism

involving the formation and dissolution of intermedi-

ate species like SiO2 and without H2 formation

(Eqs. 13a and 13b).

Siþ 2H2O! SiO2 þ 4Hþ þ 4e�

E0 ¼ �0:84V=NHE
(13a)

SiO2 þ 2HF2
� þ 2HF! SiF6

2� þ 2H2O (13b)

The local mechanism of silicon dissolution in prox-

imity of Ag particle is still unclear, but the pore mor-

phology indicates hole consumption close to the

silicon/metal clusters interface, also thanks to the cat-

alytic reduction of H2O2.

This phenomenon can be ascribed to a faster surface

reaction with respect to holes diffusion due to coupling

between silicon valence bonds and energy levels of sil-

ver, or a depletion layer around Ag nanoparticles

allowing an easier access of holes in proximity of Ag/Si

interface with respect to HF/Si interface to be produced.
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Classification of Porous Silicon

Porosity

Porosity is defined as the volume fraction between

silicon structures and voids in the porous layer, and is

determined by gravimetry, weighting the silicon wafer

before the etching (m1), after the etching and drying

(m2), and after PS removal by alkaline solution (m3) as

in Fig. 5. Porosity is a number between 0 and 1, and is

obtained by the formula:
Nanostructures Based on Porous Silicon, Fig. 5 The three

weights used in gravimetry for porosity evaluation. The first, m1,

is the weight of the silicon sample before anodization, the sec-

ond, m2, is the weight of the sample after PS formation and at

least 20 min of drying, the third, m3, is the weight of the sample

after alkaline removal of the PS layer
P %ð Þ ¼ m1�m2ð Þ= m1�m3ð Þ

The most critical parameters affecting PS structure

and porosity are current density and HF concentration.

Porosity can range from 4% of macroporous silicon to

95% for mesoporous layers. Porosity is only and indic-

ative parameter and it does not yield information

regarding the microstructure of the PS layer, structure

size, and relative size distributions are the much more

significative for the prediction and interpretation of

physical phenomena like optical, thermal, and electri-

cal response of the system.

From gravimetry measurements, also the thickness

of the porous layer can be determined using the fol-

lowing formula:
W ¼ m1�m3ð Þ=S� d N
Where d is the silicon density and S the silicon

surface exposed during etching. Other destructive

methods to evaluate thickness are SEM sections, pro-

filing after the porous layer removal, and among the

nondestructive methods is ellipsometry, even if the

final result is dependent on the adopted model.

Pore Size, Morphology, and Orientation

According to an IUPAC convention [16], Porous sili-

con has been divided into three categories based on the

size of its pores; macroporous, mesoporous, and

microporous.
Type

Pore width
Microporous

Less than 2
Mesoporous

Between 2
Macroporous

Larger
(nm)
 and 50
 than 50
The pores are strongly dependent from the substrate

characteristics, like crystalline orientation and impu-

rity concentration. In general, pores initiate at the

wafer surface, and tend to follow the crystalline
directions, an example for different orientations is

shown in Fig. 6. Since the electrochemical etching is

dependent on the number of holes available in the

substrate, PS morphology is deeply affected by

the original impurity content of donors or acceptors in

the substrate. In low resistivity N-type silicon, no etch-

ing occurs in absence of light or high bias. In presence

of light, if the energy hn of the radiation is greater or

equal the silicon band gap, 1.12 eV at room tempera-

ture, the energy excess is transferred to the crystal

lattice by rapid thermal processes on the timescale of

picoseconds, and the amount equal to the silicon band

gap creates an electron-hole couple in Conduction Band

and Valence Band, respectively. The holes can so con-

tribute to silicon dissolution, in presence of Fluoride

ions of the solution, removing the silicon-silicon bond-

ing. If the illumination is from the top of the silicon

surface, form the same side of the etching solution,

the pores will initiate from the top and will follow the

100 direction, forming regular or branched macropores,

depending on parameters like electric field and

free carriers concentration available, but also
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Nanostructures Based on Porous Silicon, Fig. 6 Some PS

morphologies: from left to right, first row: N-type PS silicon

from (111) substrate orientation, N-type PS silicon from

(100) substrate orientation and backside illumination, N-type

PS silicon from (100) substrate orientation and front illumina-

tion. Second row: N + type PS silicon from (100), P + type PS

silicon from (100), P-type PS silicon from (100)
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a microporous phase, due to the quantity of holes gen-

erated by light. The depth of this layer depends form the

spectral component of the lamp. If the light reaches the

substrate from the bottom, the holes will drift through

the silicon substrates, reaching the pore pits at the upper

interface with HF and ethanol. There is a high proba-

bility that the holes will reach the pore tips, so contrib-

uting to maintain a stable and regular pore growth.

In N-typemacroporous silicon pore etching, there are

several critical parameters to be monitored for a regular

and sufficiently fast etching, temperature, current den-

sity, electrode potential, and illumination intensity.

For the current density, galvanostatic or potentiostatic

conditions can be used. Typically constant current con-

ditions (i.e., galvanostatic) are adopted, so allowing the

formation of pores under constant dissolution regime.

So regular macropores on n-type silicon with back-

side illumination can be controlled in two ways: (1) By

using galvanostatic/potentiostatic control maintaining

the illumination intensity constant, (2) Fixing current

and potential and adjusting the illumination intensity

via feedback loop.

The highly doped N-type and P-type silicon give

origin to mesoporous structures. In the case of P-type

the great availability of free holes due to doping and

the low resistivity of the material give origin to high

etch rates, of the order of hundreds of nanometers per

second, depending on the current density. A typical
value can be 300 nm/s with 300 mA/cm in HF:Eth 1:1

starting from HF 49%. Mesoporous silicon has an

intrinsic anisotropy. The material shows an

interconnected columnar structure, with structure size

distribution extending from 1.5 to 15 nm [17]. This

material is scarcely luminescent, it is mechanically

robust and its morphology is determined by the pres-

ence of impurities, since the etching does not remove

selectively them (e.g., Boron) but the anodization

deactivates the trivalent atoms leaving them in subsur-

face position [18].

For the highly doped N-type silicon the mechanism

is rather different. The right branch of the curve is

determined by the applied current density, and the

regime is electrochemical, the left branch of the

curve, is more a chemical dissolution, with slow etch

rates, and so reaching high porosities.

Low resistivity P-type silicon gives origin to a tiny

coral structure, with typical sizes around 1–2 nm.

These PS layers are fragile and show room temperature

photoluminescence.

Optical Properties and Photoluminescence

Generally, nano-PS emits bright visible light at

room temperature, in spite of the fact that, the

pristine c-Si is a well-known indirect-gap semicon-

ductor, with a fair emission in the near-IR, at cryo-

genic T.
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The application of Photoluminescence (PL) tech-

nique in PS involves several different physical pro-

cesses, which make the final product (the PL

spectrum) of difficult interpretation. Absorption of

the incident photon creates an electron-hole pair. If

nanocrystallites are somehow interconnected, or

imbedded in a medium, these particles can escape

through different mechanisms. If not, they can decay

to lower states in the same nanocrystal, or could

recombine radiatively, directly from the excited

state. If localized states are present, trapping into

these shallow states can occur. On the contrary,

deep states, e.g., unpassivated dangling bonds, can

enable the competing non-radiative recombination

of electron-hole pairs.

After several years of investigation, there is

a general consensus about the origin of such strong

light emission. Resonant PL technique proves that

emission arises in the crystalline core of the material

(instead of other Si-O, Si-H, or siloxene compounds)

[19] where the energy gap is broadened thanks to

Quantum Confinement (QC) effects. On the other

hand, the efficient passivation of the non-radiative

pathways (due to H-, or O- termination of the Si

nanostructures) plays an important role.

PL decay times are in the order from ms to ms,

which makes practical application of PS in integrated

optoelectronics unlikely. In particular, the red PL

shows non-exponential decay, with typical times rang-

ing in the ms and ms range at room T and at low T,

respectively. The competition between radiative, and

non-radiative recombination processes depends on T.

Generally, the PL intensity reaches a maximum around

50–200 K (depending upon the sample), the simple

meaning being that one of the competing processes,

say, the radiative one, prevails at those T values. The

T dependence of the PL lifetime is the consequence of

exchange splitting of excitons. Indeed, the electron and

hole, with spin 1/2, can be combined into a singlet

(S ¼ 0) and a triplet (S ¼ 1) state, the exchange

interaction stabilizing the triplet. While at high

T both of them are populated, the PL arising from the

“fast” decay of the singlet state, at low T the PL

becomes much slower because the triplet state is vir-

tually stable. In the T range at which the PL emission is

maximum, the radiative process is still related to pop-

ulation of singlet states, whereas the non-radiative one

in quenched. When T is further decreased, radiative
processes are now related to the slow decay of triplet

states, and non-radiative ones become competing

again.

PS Structures

PS has been fruitfully employed as a sacrificial

layer since it is a strongly reactive material, and easy

to etch [20].

Generally, a wide class of materials, from metals to

semiconductors and insulators can be deposited onto

PS. Due to the intrinsic reactivity of PS, it can be easily

etched, giving rise to large undercutting of the layers

deposited on it. This method is proved to be very

efficient for realizing suspended membranes, bridges,

or cantilevers

PS has been also employed for the epitaxial depo-

sition of c-Si, because it conserves the lattice of the

pristine material and can be used as a seed for further

growth. Thanks to its reactivity and fragility, it

allows transfer of the epitaxial film onto foreign

substrates.

Macroporous Silicon

The former studies of n-type silicon anodization in

the dark started in the early 1970s. Etch pits and

silicon dissolution in dark is due to and breakdown

between surface states tunneling in conduction

band. From these studies, some evidences where

clear, the channels formation is not due to crystal

defects, the pores direction follow the orientation of

the substrate, the growth rate is in general constant

with anodization time, so the diffusion within the

pores is not a rate-limiting process, and the pores’

walls are passivated.

Beale proposed a depletion of porous layer,

explaining the high resistivity of the material after

anodization, and localizing carriers at the pore tips.

Several concepts introduced by this physical model,

were then adopted in successive works, but no chem-

ical mechanisms were included, so providing poor

comprehension of pore size variations and morphol-

ogies. Smith and coworkers, at the end of 1908s, pos-

tulated that the rate of pore growth is limited by the

diffusion of the holes randomly walking in the bulk of

silicon. This model was mainly ruled by the diffusion

length L, a quantity that is function of dopant concen-

tration and of potential. A sticking factor varying from

point to point of the partially oxidized pore tip was
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necessary to explain different morphologies and pore

diameter variations. This model was too general to

explain conduction mechanisms and morphologies in

different type of substrate and like the previous was not

taking in account the electrochemical reactions at the

interface. Zhang et al., in the same period, thanks to

a systematic study of the i-V characteristics, clarified

that the PS formation or electropolishing is not depen-

dent by electronic properties of the substrate, but as the

result of the two competing reactions occurring at the

pore tips, direct dissolution by fluoride species and

indirect removal of silicon through silicon dioxide

formation and dissolution in HF. In the following

years, Zhang also proposed that surface curvature of

the pore tips could reduce the effective width of the

space charge layer greatly increasing the interface

tunneling current and the dissolution rates of silicon

dissolution and oxide formation and removal. This

model is also applicable to other substrates and PS

morphologies.

Lehmann and Föll in 1990 described the formation

of macropores from low-doped n-type silicon in

aqueous HF-electrolyte, backside illumination and

pore nucleation predefined lithographically. They

experimentally verified the hypothesis that the

space charge region (SCR) around the pores can

focus the holes diffusing in the silicon bulk on the

pore tips, so enabling the growth of regular

macropores. In further studies, Lehmann demon-

strated that the equilibrium of the carrier transport

in the semiconductor and the mass transfer in the

electrolyte determines the etch rates and the mor-

phologies in n-type silicon. At low current densities,

there is no accumulation of holes and dissolution

takes place only at the pore tips, leaving the walls

unaffected thanks to carrier depletion. For high cur-

rent densities, the reaction is mass transport limited

and holes accumulate at the pore tips, dissolving

walls and enlarging the pores.

Lehmann tried to unify the models describing the

formation mechanisms of all types of PS, using the

assumption that all the porous structure except the pore

tips are passivated by carrier depletion. Depletion is

due to quantum confinement for microporous silicon

and to space charge layer for porous structures larger

than few nanometers.

Föll et al. developed the current burst theory, one of

the most recent and comprehensive models of PS for-

mation, it is so far the only model considering the
electrochemical reactions under formation conditions

in the different PS morphologies. The main assump-

tions are that the electrochemical reaction of silicon

dissolution operates in microscopic units with

a definite spatial and temporal distribution. Other

important points are the following:

Current flow is inhomogeneous in space and time,

from here the local current burst.

Current flow induces direct silicon dissolution and

oxidation and removal following current burst.

As a result of hydrogen termination and desorption,

the position of Fermi level and so of the space charge

layer oscillates with the time

The rate of hydrogen termination is fastest on (111),

determining the probability of current burst on surfaces

of different orientations.

This model is rather powerful in explaining

many aspects involved in the PS formation but it is

extremely difficult to be expressed in mathematical

form [21].

Porous Silicon Based Photonics

In nano- and mesoporous cases, application in 1D

photonics structures deserves a mention. From an opti-

cal point of view, PS is seen from visible light as

a homogeneous material. In fact, the sizes of the

pores and the Si nanocrystals are well below the light

wavelength. When porosity is varied, the macroscopic

dielectric constant (and the refractive index) is varied,

too. In principle, it is possible to “choose” the refrac-

tive index of the layer between the limits of n ¼ 3.4

(porosity ¼ 0) to n ¼ 1 (porosity ¼ 1). The range of

variation for n is smaller, but n can be varied in

a continuous way in this wide range. Being the depen-

dence of n from porosity relatively simple and consid-

ering that porosity monotonically increases with the

anodization current, by changing the current during

anodization in the right way, one is able to obtain

optical devices like Bragg Reflectors or Fabry-Perot

microcavities done by PS. The advantage of this tech-

nology is evident: it allows obtaining optical devices

directly integrated on Si [22].

A Bragg reflector is a periodical structure of layers

with high and low refractive index. The optical thick-

ness of both is chosen to be l/4, l being the light

wavelength at which maximum rejection is wanted.

The Bragg reflector is then a sort of 1D photonic crystal,

there the rejection band stands for photons like energy

gap stands for electrons in semiconductors.
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Correspondingly, one can choose to insert defects states

within such gap: this can be accomplished by means of

a Fabry-Perot microcavity, where a layer with optical

thickness equal tol/2 is sandwiched between twoBragg
reflectors. The PS anodization technology allows for

realizing Bragg reflectors with >98% reflectivity at

the rejection band and Fabry-Perot microcavities with

peak FWHM <10 nm. This method could in principle

be used to confine light arising from PL emission, but,

unfortunately, the best optical 1D structures are

obtained in highly doped material, in which the PL is

generally poor. The roughness between layer of differ-

ent porosity is dramatic in lightly doped PS, and greatly

affects the optical performances of the 1D devices.

A possible solution has been found in freezing the

anodization etchant: roughness is greatly reduced in

this way, but the quality is still far from devices realized

by standard vacuum deposition methods.
N
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Synonyms

Iridescent colors (organisms other than animals);

Physical colors; Structural colors
Definition

Structural colors refer to colors generated by

minuscule structures, with the characteristic

dimension of the structures on the order of the

wavelength of the visible light (i.e., some tens up

to hundreds of nanometers). Examples for struc-

tural colors are the colors of CDs and DVDs, the

colors of soap bubbles, or oil films on water (thin

films), or the colors of certain butterfly wings (e.g.,

photonic crystals), and even plants. Tiny wax crys-

tals in the blue spruce scatter the light (Tyndall

scattering), resulting in the blue hue. Thin films

in tropical understory plants and diffraction grat-

ings in hibiscus and tulip flowers are just some

more examples of the amazing variety of natural

nanostructures that are the basis for coloration in

some plants. This entry reviews the physics behind

structural colors, lists plants, microorganisms,

and virus species with nanostructures responsible

for their coloration, and also touches upon

the multifunctionality of materials in organisms,

nanobioconvergence as an emergent science,

and biomimetics as a promising field for knowl-

edge transfer from biology to engineering and

the arts.
Introduction

Iridescent, metallic, or greyish coloration in some

plants is not caused by pigments, but rather by physical

structures with characteristic sizes on the order of some

tens up to several hundreds of nanometers [12]. The

name-giver for the term iridescent, that is, color

change with the viewing angle, is Iris (iris), the

Greek goddess and personification of the rainbow.

According to previous studies about various kinds

of colors and their origins, colors are divided to two

different categories: chemical colors and structural

colors. Chemical colors are caused by pigments,

whereas structural colors are caused by structures.

The interaction of visible light with structures causes

shiny, bright colors that might also show iridescence

and/or metallic appearance. Vertical spatial structuring

may limit the change in color bandwidth with angle –

in this way structural colors of specific hues such as,

for example, the brilliant blue of the Morpho butterfly

can be generated [1, 10]. In some of these structural

colors with small bandwidth at ambient conditions,

viewing at small angles and high light intensities

reveals a wide spectrum of colors (e.g., in Raja

Brooke’s Birdwing).

In chemical colors, light is selectively reflected,

absorbed, and transmitted. Pigments reflect the wave-

lengths of light that produce a color, and absorb the

other wavelengths. Ultramarine blue, for example,

reflects blue light and absorbs other colors. Light

absorbed by the pigment yields altered chemical

bonds of conjugated systems and other components

of the pigment, and is finally released as heat, as

reemission of light via fluorescence or by passing the

energy on to another molecule. Plant pigments are

largely soluble in aqueous solutions or lipids, and

they actually work more like dyes in the sense that

they do not actually directly reflect but allow the pas-

sage of wavelengths that are then reflected by struc-

tures with different refractive indices, such as cell

walls. Plant pigments are therefore more like water

colors on white paper than the colors used in an oil

painting.

In structural colors, on the other hand, the incident

light is reflected, scattered, and deflected on structures,

with negligible energy exchange between the material

and the light, resulting in strong, shiny coloration.

http://dx.doi.org/10.1007/978-90-481-9751-4_100329
http://dx.doi.org/10.1007/978-90-481-9751-4_100649
http://dx.doi.org/10.1007/978-90-481-9751-4_100800
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The objective of this entry is to give a review of the

physical mechanisms leading to structural colors,

introduce plant species as well as microorganisms

and viruses with the respective nanostructures thought

to be responsible for or contribute to the coloration,

give some examples for structural colors in current

technology, and introduce nanobioconvergence as an

emergent science and biomimetics as a promising field

for knowledge transfer from biology to engineering

and the arts.
2n d cosðy Þ ¼ ðm� 1=2Þl (1)

nair

Nanostructures for Coloration (Organisms other than Ani-
mals), Fig. 1 Thin film interference in the case of, for example,

soap bubbles

N

The Physics of Structural Colors

Five physical phenomena lead to structural coloration:

thin film interference, multilayer interference, scatter-

ing, diffraction, and photonic crystals.

Thin Film Interference

Thin film interference occurs when an incident

light wave is partly reflected by the upper and lower

boundaries of a thin film (Fig. 1). It is one of the

simplest phenomena in structural coloration and can

be found in various instances in nature, for example, in

the wings of houseflies, in oil films on water, or in

soap bubbles.

Light that strikes a thin film surface can be either

transmitted or reflected from upper or lower boundary,

respectively. This can be described by the Fresnel

equation. Interference between two reflected light

waves can be constructive or destructive, depending

on their phase difference. Of relevance are the

thickness of the film layer (d), the refractive index of

the film (n), and the angle of incidence of the original

wave on the film (Y1). In addition, if the refractive

index n2 of the thin film is larger than the

refractive index of the outside medium n1, there is

a 180� phase shift in the reflected wave. This is

for example the case in a soap bubble, with

n1 = nair = 1 and n2 = nfilm, with nair < nfilm.

The reflection on the upper boundary of the film

(the air–film boundary) causes a 180� phase shift

in the reflected wave (since nair < nfilm). Light that is

transmitted at this first boundary continues to the

lower film–air interface, where it is either reflected or

transmitted. The reflection at this boundary has no

phase change because nfilm > nair.
The condition for constructive interference for

a soap bubble is given in (Eq. 1), the condition

for destructive interference is given in (Eq. 2):
film 2

2nfilmd cosðy2Þ ¼ ml (2)

where d equals the film thickness, nfilm equals the

refractive index of the film, y2 equals the angle of

incidence of the wave on the lower film–air boundary,

m is an integer, and l is the wavelength of the light.

Summing up, there are two conditions that should

be satisfied for constructive interference: firstly, the

thin film should be thin enough to crest the reflected

waves and secondly, the two reflected waves should be

in one phase.

Multilayer Interference

As described above, a light wave can be reflected from

both boundaries of a thin film layer and dependent on

the phase of the two reflected light waves either

destructive or constructive interference occurs. The

same phenomenon occurs in a series of thin films,

a multilayer. A schematic of a multilayer is given in

Fig. 2. With nB > nA, between each A-B interface

a 180� change in phase takes place, while at the B-A
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Nanostructures for Coloration (Organisms other than Ani-
mals), Fig. 2 Multilayer interference. nB > nA. A change in

viewing angle corresponds to a change in the perceived color,

due to changes in the phases of the interfering waves
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Nanostructures for Coloration (Organisms other than Ani-
mals), Fig. 3 Schematic of the color generating mechanism by

the diffraction of light by a diffraction grating (black bar on

bottom)
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Nanostructures for Coloration (Organisms other than Ani-
mals), Fig. 4 Coherent (left) and incoherent scattering (right)
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interface there is no phase change. Reflection or refrac-

tion at the surface of a medium with a lower refractive

index causes no phase shift. Reflection at the surface of

a medium with a higher refractive index causes a phase

shift of half a wavelength.

Constructive interference:
2ðn d cos y þ n d cos y Þ ¼ ml (3)

dðsin a� sinbÞ ¼ ml (5)

A A A B B B

Maximum reflection:
2n d cos y ¼ ðm� 1=2Þl (4)
A A A

In ideal multilayers all waves interfere construc-

tively, resulting in colorful reflections, whereas in

non-ideal multilayers some waves interfere destruc-

tively and the reflection is less colorful [17].

Diffraction Gratings

The grating equation (Eq. 5) correlates the spacing of

the grating (d) with the angles of the diffracted and

incident beams (a, b) and the wavelength of illumining

light (l) (Fig. 3). The coloration in a particular direc-

tion (viewing angle) is generated by the interfering

components from each slit of the grating. The

diffracted light has maxima at angles where there is

no phase difference between the waves. The 0th order

reflection corresponds to direct transmission and is

denoted m = 0. Other maxima occur at angles with

m = 1, 2, 3, . . . .
CDs and DVDs are examples for this phenomenon.

Very recently, diffraction gratings that produce colors

have been described in flowers [18].

Scattering

The term scattering is a more general denomination

for the interference of light waves with different

wavelengths reflected from scattering objects either

in a constructive or destructive way (Fig. 4). In terms

of coloration, scattering can yield either strong or weak

colors. Examples of scattering, and more precisely,

coherent scattering are the thin film interference and

the multilayer film interference described above.

In coherent scattering there is a definite phase

relationship between incoming and scattered waves,

whereas in incoherent scattering this is not the case.

The two main types of scattering are termed

Rayleigh scattering and Tyndall scattering. In both

types of scattering, the intensity of the scattered light

depends on the fourth power of the frequency.
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Nanostructures for Coloration (Organisms other than Ani-
mals), Fig. 5 Schematics of one-, two-, and three-dimensional

photonic crystals (1-D, 2-D, 3-D). The colors represent materials

with different refractive indices. The spatial period of the mate-

rial is called the lattice constant, a

p / 2

Nanostructures for Coloration (Organisms other than Ani-
mals), Fig. 6 The chiral nematic phase in a cholesteric liquid

crystal. p refers to the chiral pitch. Image reproduced with

permission under the terms of the GNU Free Documentation

License
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In Rayleigh scattering, the responsible particles are

much smaller than the wavelength of the incident

light, whereas in Tyndall scattering, the particles

are macroscopic (e.g., dust particles in air or small

fat particles in water, as in milk). Since blue light

(i.e., shorter wavelengths) is scattered more than red

light (i.e., long wavelengths), milk, tobacco smoke,

and the sky are blue or have a blue hue. In plants, for

example, the blue of the blue spruce can be explained

by scattering [14]. Multiple scattering within regular

structures produces highly reflective bands in the

reflection spectrum, and leads to the brilliant colors

observed in, for example, iridescent fruits ([12] and

references therein).

Photonic Crystals

Photonic crystals exhibit a periodicity a in the

refractive index (Fig. 5). There are one-, two-, and

three-dimensional photonic crystals. Depending on

their wavelength, photons either can be transmitted

through the crystal or not (allowed and forbidden

energy bands). For effects in the visible range, the

periodicity of the photonic crystal has to be between

about 200 nm (blue) and 350 nm (red).

Vegetable opal is an example for a photonic crys-

tal produced by plants. Opal is the only gemstone

that is known to be formed also as a plant-produced

product. There are three different types of opal pro-

duced by photosynthetic organisms: minuscule iri-

descent diatoms, phytoliths, and tabasheer.

Tabasheer (bamboo opal, plant opal) is a hard, trans-

lucent to opaque whitish substance extracted from

the joints of bamboo [5]. It can have beautiful blue

hue, and was – cut as cabochons – used in China for

fashion jewelry.

Cholesteric Liquid Crystals

Cholesteric liquid crystals are layered helicoidal

structures, also known as chiral nematic liquid crystals,

within which molecules take a preferred direction

that gradually changes from layer to layer (Fig. 6).

The variation of the director axis tends to be periodic

in nature. The period of this variation (the distance

over which a full rotation of 360� is completed) is

known as the pitch, p.
Certain iridescent tropical understory ferns contain

a helicoidal layering of cellulose microfibrils that

produces multiple interference layers ([12] and refer-

ences therein), similar to the helicoidal microstructure
in a cholesteric liquid crystal and the characteristic

liquid crystals in beetles [1].

The peak wavelength of the reflected light, l, is
determined by the helicoidal pitch, p, where
and n is the average refractive index of the anisotropic

material [3].
Plants (and Other Nonanimals) with
Structural Colors

Structural colors in nature are found in various ani-

mals, plants, microorganisms, and even viruses [1, 10,

12, 19]. Studies of structural colors date back to the

seventeenth century when the earliest scientific
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description of structural colors appeared in

“Micrographia,” written by Robert Hooke in 1665. In

his book “Opticks” Sir Isaac Newton already in 1704

related iridescence to optical interference:

The finely colour’d feathers of some birds, and particu-

larly those of the peacocks’ tail, do in the very same part

of the feather appear of several colours in several posi-

tions of the eye, after the very same manner that thin

plates were found to do.

Since then, various organisms with structural colors

(almost all in animals) have been reported. This chap-

ter focuses on organisms outside of the animal

kingdom, primarily plants, but also macroalgae, slime

molds, diatoms, and viral particles. For plants, the

discussion is organized along the physical phenomena

as well as the various organs where such color is found,

that is, leaves, flowers, fruits, and seeds. Other

organisms with simpler organization are classified

by the major groups, for example, the red algae

(Rhodophyta).

The first report on structural colors in plants was by

Lee and Lowry [13], who described the physical basis

and ecological significance of iridescence in blue

plants. The most common mechanisms in plants lead-

ing to structural coloration are multilayer interference

and diffraction gratings. Multilayer interference is

found predominantly in shade-plant leaves, suggesting

a role either in photoprotection or in optimizing cap-

ture of photosynthetically active light ([12] and refer-

ences therein). Surprisingly, diffraction gratings may

be a common feature of petals, and recent work has

shown that bees use them as cues to identify rewarding

flowers. Structural colors may be surprisingly frequent

in the plant kingdom, and still much remains to be

discovered about their distribution, development, and

function [7].

Nonanimals with Coloration Caused by Thin Film

Interference

True Slime Molds

Slime molds are organisms that normally live as

single cells and that can aggregate to a multicelled

organism and form fruiting bodies that produce spores.

They have the characteristics of single-celled microor-

ganisms as well as of fungi and occur worldwide on

decaying plant material. Inchaussandague and

coworkers [9] described structural colors produced by

a single thin layer in the slime mold Diachea
leucopoda. Interference within the peridium,

a 200 nm transparent layer invariant along the different

cells of the “organism,” is the basis for this color.

Plants with Coloration Caused by Multilayer

Interference

Tropical Understory Ferns

The “peacock fern,” Selaginella willdenowii (actually

a lycophyte, or fern ally), is a common plant in the

Malaysian rainforests. It exhibits blue iridescence;

investigation with TEM reveals various layers

(with less than 100 nm thickness each) on the surface.

The photo shown in Fig. 7 was taken in the BukitWang

Recreational Forest in Malaysia, with very long expo-

sure time as to better reveal the blue coloration of the

leaves. Seen with the naked eye, the fern is bluish

green and seems to glow in semidarkness. The blue

coloration is iridescent and changes with the viewing

angle. Holding and tilting the leaves results in color

change from green to nearly total blue, although not as

strong as seen in the long exposure time photograph

shown in Fig. 7.

Also another species of Selaginella shows irides-

cence: Selaginella uncinata. As in S. willdenowii,
a multilayer system where each layer is thinner than

100 nm is responsible for the structural coloration.

When the leaves of these two Selaginella species are

dried, the coloration disappears, but comes back again

when the plants are hydrated again. When a droplet of

water is put on a Selaginella leaf, the blue coloration

disappears. Other tropical understory ferns where col-

oration is caused by multilayer interference are

Diplazium crenatoserratum, Lindsaea lucida, Danaea
nodosa, and Trichomanes elegans (the neotropical

bristle fern, also called the “dime store plant” because

it looks like it is made from plastic and is shade toler-

ant, is native to the American tropics) ([12] and

references therein).

Tropical Understory Begonias

Gould and Lee (1996) reported structurally modified

chloroplasts (termed “iridoplasts”) in the Malaysian

tropical understory plant Begonia pavonina (the pea-

cock begonia) ([12] and references therein). The struc-

tural coloration is generated by many layers, each less

than 100 nm thick. In addition to B. pavonina, the

authors have observed several other iridescent blue

species on the Malaysian peninsula. Modified plastids

produce blue colors in Begonia, Phyllagathis (see
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mals), Fig. 7 The “peacock” fern Selaginella willdenowii,
a common plant in the Malaysian rainforest. # Mr. Foozi

Saad, IPGM, Malaysia. Image reproduced with permission

Nanostructures for Coloration (Organisms other than Ani-
mals), Fig. 8 Mazzaella sp., a highly iridescent red algae.

# 2003 by J. Harvey, http://www.JohnHarveyPhoto.com.

Image reproduced with permission
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section “Other Tropical Understory Plants”), and

Trichomanes (see section “Tropical Understory

Ferns”). Species with modified chloroplasts are not

helicoidal.

Other Tropical Understory Plants

A traditional Malaysian medicinal plant, the

melastome Phyllagathis rotundifolia (in Malay

known as tapak sulaiman) and also the Malaysian

understory species P. griffithii exhibit iridoplasts, sim-

ilar to the ones in Begonia pavonina described above.

Iridescent Macroalgae

Among the red algae (Rhodophyta) several species of

Mazzaella (= Iridaea) are strikingly iridescent [6].

Green and brown algae have been recorded as irides-

cent, but the phenomenon is most commonly found in

red algae, where blue and green colors appear on the

surface at certain stages of the lifecycle. Iridescent red

algae (e.g., Mazzaella flaccida, Mazzaella cordata)

exhibit shiny blue, emerald green, and deep red colors.

The blades are relatively thin and vary in shape and

size (up to 3 ft long and 10 in. wide) depending on

the habitat and the amount of wave exposure.Mazaella
flaccida is iridescent yellow-green with purple or

brown near the base of the blade, and the iridescent

blade ofMazzaella splendens, is dark purplewith a blue
iridescent sheen. It is also known as the rainbow-leaf

seaweed. The coloration disappears when the algae are

dried, and is restored when the algae become wet again.
Wet Iridaea look like they have been coated with oil

(Fig. 8), because of their rainbow sheen; iridescent

spots, shaped like a teardrop, with a multilayer system

of 17 electron opaque and translucent layers, some tens

to a few hundred of nanometers thick, are responsible

for the coloration. The iridescencemight be a byproduct

of a wear-protection mechanism of the algae.

The edible seaweed Chondrus crispus (carragheen,
Irish moss) is a red algal species that shows blue

iridescence due to multilayer interference effects on

the tips [15].

The function of algal iridescence is still unclear.

Suggestions include a role in camouflage or a role in

optimizing photosynthesis by enhancing the absorp-

tion of useful wavelengths of light at the expense of

increased reflection of other wavelengths.

Plants with Coloration Caused by Diffraction

Gratings

Glover and Whitney [7] reviewed the original research

on iridescence in plants and presented very recent

results on floral iridescence produced by diffractive

optics. They identified iridescence in flowers of

Hibiscus trionum (the inner part of its petals has an

oily iridescence overlying red pigmentation) and tulip

species (e.g., Tulipa kolpakowskiana) and

demonstrated that iridescence was generated through

diffraction gratings. The iridescence in the hibiscus is

obvious to human eyes (appearing blue, green, and

yellow depending on the angle from which it is

viewed), whereas the iridescence in the tulip is in the

ultraviolet spectrum, which bees can see, but

http://www.JohnHarveyPhoto.com
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mals), Fig. 9 Monohelical tubular epicuticular wax structures

in Wollemia nobilis. Scale bar 1 mm. From [4], reproduced with

permission
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people cannot. The surface striations in the diffraction

gratings observed in the tulips are about one microm-

eter apart. Whitney and her coworkers investigated

22 tulip species from around the world, and found

ordered striations in 18 of them. They report irides-

cence generated by diffraction gratings in 10 families

of angiosperms, tulips and hibiscus being just two of

them: From the mallow family the species example

they give is Hibiscus trionum, from the lily family,

Tulipa sp.; from the aster, daisy or sunflower family,

Gazania klebsiana; from the pea family, Ulex

europaeus; from the Loasaceae family (of bristly

hairy and often climbing plants), Mentzelia lindleyi;

from the buttercup or crowfoot family, Adonis

aestivalis; from the willowherb or evening primrose

family, Oenothera biennis; from the nightshades,

Nolana paradoxa; from the iris family, Ixia viridiflora;

and from the peony family, Paeonia lactiflora.
According to this extensive list, it might well be that

many more flowers are iridescent than previously

thought – since they are iridescent in parts of the

spectrum that people cannot see. The principal reason

why not more species with diffraction-based colora-

tion are known might simply be that until now nobody

has looked.

Plants with Coloration Caused by Scattering

Some green leaves look white or silvery because

microscopic air spaces in surface hairs reflect the

light. Other leaves (such as the wax palm) and some

fruits (such as plums and grapes) have a white “bloom”

which is a surface deposit of wax.

Whitish, silvery, and other metallic finishes of

leaves are generally produced by reflection of the

light off microstructures, nonliving plant hairs called

trichomes. In deserts this increased reflection, espe-

cially of infrared radiation, off the microstructures is

important since it reduces heating of the leaf. How-

ever, a reflecting leaf has a much lower photosynthetic

capacity than would an equal leaf without the reflectant

trichomes. The desert brittlebush Encelia farinosa pro-

duces nonreflectant green leaves during the cooler

springtime, when it is beneficial to have warmer

leaves.

Silvery, grey, white, or blue coloration in plants

might arise due to light scattering on three-

dimensional epicuticular wax structures (structural

wax). Leaves with a bluish gray waxy surface are

called glaucous.
Generally, radiation is scattered across the spec-

trum, with increased reflectance in the ultraviolet, vis-

ible, and infrared windows. The size, distribution, and

orientation of wax crystals and other surface features

determine the extent to which light is scattered at the

plant surface. In some plant species such as the blue

spruce (Picea pungens) preferential scattering of

shorter wavelengths and enhanced reflectance of UV

radiation occurs.

Epicuticular wax is a complex mixture of long-

chain aliphatic and cyclic compounds. The bluish leaf

hues of the evergreen desert mahonia Berberis
trifoliolata, for example, arises from wax structures

on nipple-like projections from the epidermal cells,

called epidermal papillae. In some cases, for example

in the Blue Finger, Kleinia mandraliscae, and in cab-

bage, Brassica oleracea, powdery wax can be rubbed

from the surface, causing the grey or bluish hue to

disappear, and revealing the green leaf color beneath.

The Wollemia pine Wollemia nobilis, an evergreen

tree with bluish green mature foliage, has monohelical

tubular epicuticular wax structures with a diameter of

about 100 nm (Fig. 9) [4]. Depending on the wax

compound present, epicuticular wax crystals can

have various shapes [11]: The glaucous eucalyptus

tree (Eucalyptus gunnii) has nanoscale b-diketone
epicuticular wax tubules; the blue-grey foliage of the

dusty meadow rue (Thalictrum flavum glaucum) has

nanoscale nonacosanol tubules. The Black Locust tree

(Robinia pseudoacacia) has dark, dull, blue-green
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summer foliage with nanoscale epicuticular wax plate-

lets that are arranged in rosettes. The leaves of wild

cabbage (Brassica oleracea) show simple nanoscale

rodlets, whereas the nanoscale rodlets on the Silky

Sassafras (Sassafras albidum) leaves are transversely

ridged.

The epicuticular wax in the skin of plums (Prunus

domestica L.) consists of an underlying amorphous

layer adjacent to the cuticle proper together with

crystalline granules of wax protruding from the

surface. The epicuticular waxes in olive leaves serve

as radiation inceptors.

Coloration Caused by Photonic Crystals: Plants,

Diatoms, and Viruses

Iridescent Blue Fruits

The fruits of the blue quandong (Elaeocarpus

angustifolius, syn. E. grandis) and the blue nun

(Delarbrea michiana) have brilliant blue coloration

([12] and references therein). The iridescent blue

color of the quandong fruit is actually enhanced by

wetting, not like in Selaginella, mentioned above,

where it disappears when wet. Iridosomes, multilay-

ered systems arranged in 3-D structures, similar to the

structure yielding coloration in Morpho butterflies, are

responsible for the coloration of these fruits.

Iridosomes are different from the iridoplasts described

above for leaves: They are secreted by the epidermal

cells of the fruit, and are located outside the cell mem-

brane but inside the cell wall. The structures of the

iridosomes are at least partly cellulosic. The stone of

the silver quandong fruit is termed rudraksha. It is hard

and highly ornamented, and is used throughout India

and Southeast Asia in religious jewelry.

Edelweiss

Edelweiss (Leontopodium nivale subsp. alpinum) is

a European alpine flower that grows at high elevations

up to 3,400 m. Its body is covered with white hairs.

Vigneron and coworkers showed in 2005 [16] that

the internal structure of these hairs acts as a two-

dimensional phonic crystal. The hairs are hollow

tubes, about 10 mm in diameter, with an array of

parallel striations with a lateral diameter of 176 nm

around the external surface. Through diffraction

effects determined by the optical fiber with photonic

crystal cladding, the hairs absorb the majority of the

UV light, thereby acting as an efficient sun-block for

the structures beneath.
Spores

Some ferns produce two types of spores: microspores

and megaspores (size: some hundreds of micrometers).

Hemsley et al. [8] reported iridescent megaspores in

Selaginella (fossil and modern). They report that

spore iridescence is not generally visible until

the outer layers of the spore wall (with different

organization to the iridescent layer) are removed. The

three-dimensional pattern yielding the iridescence, for

example, in megaspores of Selaginella exaltata, is still

unresolved. According to SEM images, an ordered

structure of 240 nm diameter particles, perhaps an

opal-like colloidal crystal that is generated via self-

assembly, is the reason for the coloration.

Tabasheer

Opal is the only gemstone that can be produced in

biotic and abiotic ways. Tabasheer (vegetable opal,

pearl opal) consists of pure silica and is produced

when bamboo is hurt; the plant sap comes to the sur-

face and dries in small nodules. These little nodules are

opaque or translucent white, sometimes with a faint

hint of blue. They can be polished as cabochons and

are often used in the orient as jewelry. Tabasheer

is highly porous and hygroscopic, and has been

used in ancient times to remove snake poison from

the body – therefore it is also known as snake stone [5].

Diatoms

Diatoms (Baccilariophyta) are found in both

freshwater and marine environments, as well as in

damp soils and on moist surfaces. They are unicellular

microalgae with a cell wall consisting of a siliceous

skeleton enveloped by a thin organic case. The cell

walls of each diatom form a pillbox-like shell

consisting of two parts that fit within each other.

Diatoms exhibit an amazing diversity of

nanostructured frameworks (Fig. 10), including

two-dimensional inverse photonic crystals. The cell

wall exhibits periodic arrangement of pores in the

micrometer to nanometer range – each diatom species

has its own specific morphology. Individual diatoms

range in size from 2 mm up to several millimeters,

although only a few species are larger than 200 mm.

A patch of diatoms can look like iridescent scum to

the naked eye. Under the microscope, beautiful irides-

cence can be seen on the single cell level,

and a microscope slide covered with a monolayer of

diatoms also exhibits iridescence to the naked eye
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Nanostructures for Coloration (Organisms other than Ani-
mals), Fig. 10 Sample with various diatoms from New

Zealand, laid by hand by Elger in 1925. The slide was

photographed by Friedel Hinz under the optical microscope

with slightly varying angles of view, revealing color change in

some of the diatoms (top images and bottom left). Bottom right:
Zoom. Marine fossil diatoms from Gave Valley, New Zealand,

Sample T1/21 prepared by Elger, 1925. Image (c) 2011, F. Hinz,

AWI Bremerhaven, Germany. Image reproduced with

permission
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(with good illumination or in sunlight). Iridescent

effects are used widely in color cosmetic products

and personal care packaging, and there is great

potential for using diatoms in this industry.

Viruses

Iridescent viruses (Iridoviridae) are between 120 and

140 nm in diameter and infect insects, fishes, and frogs.

Iridescent viruses produce systemic infections, with

the highest concentrations in the outer layer of the

skin (the epidermis) and the fat bodies. Insect

larvae infected with this virus develop iridescent

lavender-blue, blue, and blue-green coloration. In

older infections, the iridescent color is generally

more vivid, and frequently there are also small,
extremely brilliant islands. Electron microscope exam-

ination reveals numerous viruses in paracrystalline

arrays (see Fig. 11) [20].

Plants with Coloration Caused by Cholesteric

Liquid Crystals

In three iridescent tropical understory fern species,

structurally modified chloroplasts with helicoidal

structures, similar to the characteristic liquid crystals

in beetles [1], might be the reason for the blue colora-

tion. These ferns are Danaea nodosa (with many mul-

tilayers, each less than 100 nm thin), the necklace fern

Lindsea lucida (17 layers, 192 nm spacing) and

Diplazium tormentosum (20–23 layers, 141 nm spac-

ing, see Fig. 12) [12].



Nanostructures for Coloration (Organisms other than Ani-
mals), Fig. 11 Paracrystalline array of virus particles within an

infected cell. This array gives rise to the iridescent phenomenon.

Image Source: http://www.microbiologybytes.com/virology/

kalmakoff/Iridoviruses.html. Permission pending

Nanostructures for Coloration (Organisms other than Ani-
mals), Fig. 12 Ultrastructure of a Diplazium tomentosum leaf.

Scale bar 0.5 mm. Image # with one of the authors (DWL)
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Structural Coloration Caused by Not Yet Described

or Not Yet Identified Mechanisms

Macroalgae

Various red algae (Rhodophyta) and brown algae

(Phaeophyta) exhibit iridescence, and are completely

unstudied. For example, of yet unknown origin is the

bright blue, purple, or red iridescence in the red alga

Ochtodes secundiramea.

Dictyota are widespread brown algae (Phaeophyta)

along the Atlantic coast and very well known. Dictyota
mertensii has blue/green iridescence;Dictyota dichotoma

is also known as the purple peacock algae; Dictyota

barayresii shows a translucent, iridescent blue; Dictyota
sandvicensis exhibits a yellow green iridescence; and

Dictyota humifusa is light brown, often with brilliant

blue iridescence. Iridescent bodies in the brown algae

Cystoseira stricta are specialized vacuoles (vesicles) that

contain numerous dense globules inside. The physics of

their iridescence has not yet been clarified. The Hawaiian

brown alga Stypopodium hawaiiensis has a beautiful blue

or green color, and Dictyopteris zonarioides sometimes

is iridescent blue [6].
Additional to the iridescence in red algae with

multilayers responsible for the coloration (see section

“Iridescent Macroalgae” above), the following red

algae exhibit structural coloration: The blue branching

seaweed Fauchea laciniata shows deep red with iri-

descent blue; thin layer interference (whether from one

layer or a multilayer system still needs to be clarified)

is the reason for its coloration. Fryeella gardneri

exhibits iridescent purple; Cryptopleura ruprechtiana
is mildly iridescent. In Chondracanthus corymbiferus

the younger blades are smooth and iridescent. Other

iridescent red algae are Chondria coerulescens and

Drachiella spectabilis. Also Maripelta rotata and

Botryoglossum farlowianum are iridescent.

Slime Molds

As described above in section “True SlimeMolds,” the

physical reason for the iridescent color in at least one

type of slime mold is a single transparent thin layer.

Slime mold iridescence is also described for some

other species; however, its physical basis still needs

to be determined. Spores ofDiachea subsessilis exhibit

dull greenish grey varying to blue iridescence; the

peridium in Diachea deviata is iridescent and

persistent. Beautiful bronze iridescent colors, some-

times tinged with blue, can be observed in the peridium

ofD. subsessilis (with the membranous peridium being

colorless in water mounts, suggesting that pigments

are not involved in the color production).

Plants

Bryophytes Bryophytes include the mosses,

liverworts, and hornworts. The moss Schistostega
pennata exhibits golden-green iridescence when it is

grown in caves where the light always comes from

only one direction. This moss (also known as dragon’s

gold) shines like emerald jewels from the darkness of

a rock crevice or cave. This unusual property is the

result of lens-shaped cells with curved upper surface

that focus the light on one point in the interior of

the cell, where the chloroplasts aggregate. It remains

to be determined if nanostructures are responsible

for the coloration of this moss (Lee [12] and

references therein).

Ferns Elaphoglossum herminieri, a strap fern that is

native to tropical rainforests of the neotropics shows

iridescent blue color (Fig. 13) that is not removed by

wetting. The reason of the coloration is unknown, as it is

http://www.microbiologybytes.com/virology/kalmakoff/Iridoviruses.html
http://www.microbiologybytes.com/virology/kalmakoff/Iridoviruses.html


Nanostructures for Coloration (Organisms other than Ani-
mals), Fig. 13 The iridescent blue strap fern Elaphoglossum
herminieri, at Heredia, Sarapiqui near Puerto Viejo, La Selva

Biological Station, Costa Rica. # 2008 R.C. Moran, The New

York Botanical Garden (rmoran@nybg.org) [ref. DOL23374].

Image reproduced with permission
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in Elaphoglossum wurdackii and E. metallicum. The oil
fern Microsorum thailandicum (Microsorum steerei)

from Southeast Asia has blue-green iridescent leaves.

Also ferns of the family Vittariaceae can have iridescent

scales. In this family, especially ferns of the genus

Antrophyum (e.g., Antrophyum formosanum) and

Haplopteris can be densely covered with iridescent

scales. Antrophyum mannianum, a mountain fern liking

full shade, has more or less iridescent leaves. There are

also reports on an Antrophyum species found in Borneo

(Mt. Mulu, or Gunong Mulu) with an iridescence that

makes the plant look like it is covered with metallic eye

shadow. Haplopteris ferns live in tropical and subtrop-

ical Asia. Obscure iridescence is exhibited by

Haplopteris amboinensis. H. doniana, H. taeniophylla,

H. himalayensis, H. mediosora, H. fudzinoi, H.
linearifolia,H. hainanensis,H. sikkimensis,H. elongata

and H. anguste-elongata show bright iridescence. Also

H. flexuosa is iridescent, but not as bright. Malaysian

individuals of the fern Didymochlaena truncatula are

reported to be iridescent. The Common maidenhair

Adiantum capillus-veneris has iridescent stems,

and the Western maidenhair Adiantum aleuticum has

iridescent blackish foliage.

Grasses (Poaceae) Iridescence can be observed in

the rosy inflorescences of the ornamental grass

Miscanthus sinensis. Further grasses with startling
iridescent inflorescences are the small grass

Pennisetum alopecuroides, little bunny, and the

even smaller variety little honey. In late summer,

these grasses are covered with blooms that look like

hairy caterpillars.

Sedges (Cyperaceae) A sedge is a grass-like or

rush-like plant growing in wet places having solid

stems, narrow grass-like leaves, and spikelets of incon-

spicuous flowers. Leaves and seedlings of sedges can

exhibit iridescence. The understory sedge Mapania

caudata from Malaysia and also M. graminea exhibit

iridescence in their leaves. The smooth black sedge

grass Carex nigra shows whitish iridescence and the

green sedge grass Carex dipsacea has iridescent olive

green leaves. Carex flagellifera “toffee twist” has iri-

descent, slender leaves.

The seedlings of the pond flat sedge Cyperus
ochraceus are dark iridescent gray because of an outer

one-cell thick covering of translucent cells, whereas the

seedlings of themarsh flat sedgeCyperus pseudovegetus
are brownwith a very thin translucent-iridescent layer of

cells. Also Carex squarrosa has blackish seedlings with

iridescent superficial cells (when fully mature). In

Fimbristylis annua and F. vahlii the seedlings are

often iridescent. The Harper’s fimbry F. perpusilla has

pale brown seedlingswith iridescent tints, and the south-

ern fimbryF. decipiens has seeds of whitened-iridescent

to brown.

Hypoxidaceae: Hypoxis The stargrass Hypoxis

sessilis has seedlings that are black but with iridescent

membranous coats.

Orchids (Orchidaceae) Iridescent foliage in orchids

occurs, for example, in Macodes petola, Masdevallia
(Byrsella) caesia, and Aulosepalum pyramidale, where

it is bright green with an iridescent shine. Flowers

of many species of orchid (such as Ophrys apifera
and the mirror bee orchid Ophrys speculum) have

been reported to have an iridescent patch, the specu-

lum. The shape and iridescence of this iridescent patch

is thought to mimic the closed wings of female wasps

or bees, and sexually deceive the respective males,

thereby pollinating the orchid (see [7] and references

therein).

Others There are various further plant species that

exhibit iridescence. Some of them are mentioned
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below. The main point is that there is a lot to study and

potentially several novel mechanisms of color produc-

tion in organisms are yet to be identified.

Purslanes (Portulacaceae): Portulaca. Seeds mostly

glossy black or iridescent gray have been reported

for various species of Portulaca. The reason of

their iridescence is still unknown. In the moss-rose

purslane Portulaca grandiflora Hooker the mature

seeds are steely gray and often iridescent; in the

pink purslane Portulaca pilosa the seeds are black,

with very slight purplish iridescence when mature;

in Portulaca psammotropha, the seeds are black,

turning iridescent gray when fully mature, and in

the shrubby purslane (copper purslane) Portulaca

suffrutescens Engelmann and P. halimoides, the

seeds are leaden and slightly iridescent.

Grapes (Vitaceae): Ampelopsis. The porcelain berry

vine, Ampelopsis brevipedunculata, has slightly iri-
descent fruits showing white, green, turquoise, blue,

brown, and violet coloration.

Lardizabalaceae (no common name): Decaisnia. The
blue beans (Decaisnea fargesii) from Bhutan have

iridescent, 4-in. large blue fruits.

Pinks (Caryophyllaceae): Spergularia. Other plants

with iridescent seeds are the blackseed sandspurry,

Spergularia atrosperma, whose black seeds are

often iridescent.

Aizoaceae (ice plants): Sesuvium. Another plant with

iridescent seeds is the slender sea purslane,

Sesuvium maritimum, with brownish-black,

smooth, and somewhat iridescent seeds.

Plantaginaceae (no common name): Bacopa. The blue

hyssop, bacopa caroliniana, has iridescent seeds.
Goosefoot (Chenopodiaceae): Chenopodium. The

purple goosefoot (tree spinach), Chenopodium

giganteum, is an annual plant in which the young

shoots are covered with a fine iridescent magenta

powder.

Rapataceae: Stegolepis. The leaves of Stegolepis
ligulata have blue-green iridescence; even more

impressive is the larger S. hitchcockii.

Mallows (Malvaceae): Hibiscus. The red leaf hibiscus

(H. acetosella) produces iridescent lobed maroon

leaves on woody stalks.

Palms (Arecaceae): Chamaedorea. Very impressive

are the leaves of the metallic palm Chamaedorea

metallica.

Hydrangea (Hydrangeaceae): The United States pat-

ent PP18294 refers to the invention of
a Hydrangea macrophylla plant named

“HYMMAD I” whose inflorescences mature to

an iridescent lime green.

Star Flowers (Hypoxidaceae): The flowering plant

Spiloxene capensis can have white, cream yellow,

or pink flowers with a dark center. In the pink form

the center is iridescent blue-green, whereas in the

white form the center is iridescent bronze-green.

Ice Plants (Aizoaceae): The inflorescences of the hardy

ice plant Delosperma cooperi “Mesa VerdeTM”

have iridescent hues of salmon-pink.

Gesneriads (Gesneriaceae): Rhynchoglossum

obliquum is a highly shade-resistant flowering

plant with deep blue iridescent inflorescences.

Sea hollies (Apiaceae): Eryngium maritimum, sea

holly and E. x tripartitum, big blue, have

surprisingly iridescent blue flowers.

Spikemoss (Selaginellaceae): Selaginella kraussiana

“gold tips,” also known as golden jade, with the

common names Krauss’s spikemoss and African

clubmoss, is a spikemoss found naturally in the

Canary Islands, the Azores, and parts of mainland

Africa. It has dark green foliage with golden tips.

Begoniaceae: Begonia. Many begonia species have iri-

descent leaves; however, the coloration of the leaves

is strongly dependent on the environment the plants

are grown in. In Begonia Rex the leaves can be of

shiny metallic red. A begonia plant named “lady

rose” with iridescent foliage, flower bud, petals,

and tepals was patented by Mr. Terry McCullough

in December 1998 (patent number plant 10,736).

There are no reproductive organs formed in this

invention. Other iridescent begonias are B. burkillii,

B. limprichtii, B. congesta, B. hahiepiana, B.
sizemoreae and the hybrids Begonia bandit, Bethle-

hem star begonia,B. comedian,B. Palomar prince,B.

wild pony, B. his majesty, B. merry Christmas, B.
little darling, B. max gold, B. stained glass, B. regal

minuet,B. shirtsleeves,B.Venetian red, andB. hock-

ing tutu terror. The authors have observed several

iridescent members of this genus in Malaysia,

besides the B. pavonina described previously.
Conclusion and Outlook

In this entry, the authors give a review of the physical

mechanisms leading to structural colors, introduce
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plant species as well as microorganisms and viruses

with the respective nanostructures thought to be

responsible for or contribute to the coloration and

present quite a number or organisms where the physi-

cal reason for the structural coloration has not yet been

determined. Many animals have senses that either

work in different bandwidths compared to the ones in

humans, or they sense completely different properties

(such as with echolocation or the magnetic sense).

Since plants and animals interact on various levels

and for various reasons, plants have evolved various

properties tuned to animals.

Structural colors are increasingly being used in

current and emerging technology as well as in the

arts. Some examples: The Austrian company

Attophotonics develops structural colors as sensors

for lab-on-a-chip applications. The Japanese com-

pany Teijin Fibers Limited produced one blue dress

made from Morphotex® structural colored fiber,

a flattened polyester fiber mimicking Morpho butter-

fly structures. Qualcomm’s mirasol™ display tech-

nology was inspired by butterfly wings.

ChromaFlair® and SpectraFlair® color-shifting

paints from the company JDSU create color-shifting

effects in cars. The emerging contemporary design

practice Biornametics explores a new methodology

to interconnect scientific evidence with creative

design in the field of architecture, with role models

from nature (e.g., structural colors in organisms)

being investigated and the findings applied to design

strategies.

More often than not, natural structural colors are

the inspiration for such technical products and

applications. The field of biomimetics is dealing

with the identification of deep principles in living

nature, and their transfer to humankind [2]. General

biological principles identified by the German biol-

ogist Werner Nachtigall that can be applied by engi-

neers who are not at all involved in biology are, for

example, integration instead of additive construc-

tion, optimization of the whole instead of maximi-

zation of a single component feature,

multifunctionality instead of mono-functionality,

energy efficiency and development via trial-and-

error processes. We are hopeful that biomimetic

colors will not only show the bright and shiny prop-

erties as the natural examples do, but will also
exhibit one of the most important properties ensur-

ing continuity of the biosphere: sustainability. Cur-

rently, with nanotechnology as booming new

promising field, the sciences have started to con-

verge, with nanobioconvergence as one of the most

promising examples. New materials, structures, and

processes can arise from this novel approach, per-

haps exhibiting some of the multifunctional proper-

ties of the inspiring organisms, where various levels

of hierarchy (with functionality on each and every

level) are so refined. The convergence of the ways of

thinking and novel approaches promises an interest-

ing future.
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Synonyms

Nanodevices; Nanomaterials; Nanoparticles;

Nanorods; Nanotubes; Nanowires
Definition

Objects whose dimensions range between 100 and

a few nanometers can be classified as nanostructures.

Since the physical-chemical properties of matter

change dramatically at the nanometer-scale, the

introduction of this classification results particularly

important to open a new field of investigation for

next-generation materials and devices.
Introduction

The worldwide need for power is mainly satisfied by

the use of well-known energy resources as oil,

coal, hydropower, natural gas and nuclear power.

The environmental impact of most of these energy

sources is tremendous, mainly because of the emis-

sion of greenhouse gases that causes the increase in

the globally averaged temperature. In the next

decades a rise of the global energy demand is

expected, mainly because of the growth of world

population especially in the developing countries. It

is interesting to notice how the preindustrial world’s
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energy consumption grew about 0.3 terawatts (TW)

year per year, and this value dramatically increased

to 14 TW in the years 2000s and it is expected to

double to 28 TW by year 2050. In the same period

the world population increased only five times,

clearly showing how the energy consumption is

not uniformly distributed. An improvement in life

quality in developing countries will cause a further

tremendous increase in energy demand in the next

future [1, 2]. A fast growing country needs far more

energy than a developed country, essentially

because a mature industrialized economy has

learned how to produce and use energy more effi-

ciently [2].

In this scenario, exploring renewable, efficient

and green energy sources is the greatest challenge

to be won for sustainable human progress. Innova-

tion is one of the key strategies to address this chal-

lenge, and some of the most promising solutions are

related to nanotechnologies. Materials at the nano-

meter-scale are able to show completely different

properties than those people are used to in their

everyday life. Understanding the huge potentialities

of materials at the nanoscale and learning how to

drive them in real devices opens new extraordinary

opportunities. The field of alternative energy is cer-

tainly the most challenging platform for some of

nanotechnology’s most exciting contributions [3].

New nanomaterials and nanostructures showed

recently their potentiality in the development of

devices for both energy production and storage,

like third-generation photovoltaic cells, fuel cells

and lithium-based batteries.

Solar energy conversion systems are limited

mainly by the poor properties of current materials,

showing limited charge–carrier mobility and signif-

icantly high charge recombination rates for mate-

rials with sustainable costs. Moreover, theoretical

limitations (Shockley/Queisser limit) are well

established and fix a superior insurmountable effi-

ciency threshold. Nanotechnology could help in the

design of innovative architectures for a new-

generation solar cells, actually opening to

a possible real alternative to traditional silicon

solar cells. Valuable examples are dye-sensitized

solar cells (DSCs). In the last few years, significant

efforts were spent in designing new dye molecules

with improved light harvesting properties as well as

optimized mesoporous semiconducting layers with
lower charge recombination rates. Devices based on

photosensitized nanostructured TiO2 films and on

liquid electrolytes have demonstrated light-to-

current conversion efficiency greater than 10% [4].

Other approaches, like hybrid organic solar cells

based on conjugated polymers or quantum dots

solar cells with a light harvesting performed by

semiconductor nanocrystals, are showing promising

laboratory results. However, the achievement of

satisfactory efficiency values still remains

a challenge, mainly because of consistent losses

during photoinduced charge separation and charge

transport across the nanoassemblies.

Fuel cells represent another technological field in

which new concepts from nanotechnology can be

beneficial. The development of this kind of devices

for large-scale use is still limited by the lack of

adequate systems for hydrogen storage. At the same

time nanotechnologies offer new interesting opportu-

nities, directly storing hydrogen into the fuel cells by

nanostructures of carbon, zeolites, stacked clays, or

light metals hydrides [5]. The introduction of

nanoengineering also opens to the design of new

electrodes. Nanotechnologies can lead to a more

reduced use of precious metals (e.g., platinum

nanoparticles for high surface area and low volume)

along with improved membrane function and

durability [6].

Used batteries and accumulators represent

a tremendous environmental problem in current days.

Nanomaterials could help not only in developing

batteries showing higher energy densities but also

devices that will reduce the use of disposal energy-

storage systems [7]. For example, it was demonstrated

that silicon-based nanowires could significantly

improve the specific capacity of Li-ion accumulators,

currently powering-up electronic devices such as

laptops, video cameras, cell phones, and many

others [8]. In fact, such a new technology can grant

a ten times increase of the capacity of traditional Li-ion

batteries. Also, nanotechnology can reduce the

possibility of batteries catching fire by providing less

flammable electrode materials.

New applications of nanotechnology are underway

in the energy field. Their use will undoubtedly impact

on modern society, hopefully changing and improving

the way people are currently thinking to energy

production/storage, leading to a more sustainable

human growth.
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Energy Supply Systems

The traditional approach to energy supply is based on

the production of huge amounts (from MW to GW) of

energy in localized production sites and its

following delivery for minute use, causing significant

losses across the distribution net. Petroleum and coal

industry, nuclear power stations, hydroelectric dams,

wind farms, and geothermal power installations are

common examples of this approach (concerning both

nonrenewable and renewable energy sources).

Nanotechnologies are expected to dramatically

increase the efficiency of alternative energy devices

in all the different fields [3], creating the starting

point for a new approach to a more sustainable energy

management. In fact, it is reasonable to believe that the

current scenario will be slightly modified in the next

future. The centralized production of high quantities of

energy will be more intensively joined by a distributed

system of energetic hot spots, able to produce very

low amounts of energy, with high spatial density.

By this way, the production of energy occurs in direct

connection or in close proximity with its use in devices

(often miniaturized or microdevices), thus avoiding

losses. In this framework, the efficiency of the single

energy harvester could be no more a crucial

point, while other aspects (like flexibility, integration

in complex systems, and even aesthetics) gain

importance.

These kinds of approaches cover a broad interest in

different fields, starting from new-generation build-

ings to new smart portable devices. The firsts are

designed and fabricated according to a sustainable

construction approach and are able not only to reduce

the total energy consumption, but also to produce

a large part of the energy required inside the building

[9]. The next future devices (as household electrical

appliances, cellular phones, computers, and biomed-

ical devices) will be able to manage energy more

efficiently, thanks to the introduction of new power

supply systems. These systems will present an energy

source, hopefully a renewable one as solar, mechan-

ical harvesting, or thermoelectric, connected to

a storage system as lithium-ion batteries, both man-

aged by proper electronic power management circuits

[10]. In this new futuristic scenario the role of

nanomaterials and nanostructures in devices for

energy production and storage will become more

and more crucial.
Two complementary strategies can be considered to

manage energy in energy supply systems. A first class of

devices, as batteries, fuel cells, and supercapacitors,

need a finite quantity or a continuous supply of an active

material or fuel to properly work. Devices of this kind

can be classified as non-regenerative power supplies.

A second class of tools, as photovoltaic cells, mechan-

ical harvesters, and thermoelectric devices, do not need

any material or fuel to work and can be classified

as regenerative devices. In the next sections some valu-

able examples of both categories will be briefly

introduced.
Nanostructures for Energy Production

Dye-Sensitized Solar Cells (DSCs)

Dye-sensitized solar cells (DSCs) were invented in the

early 1990s by Michael Gr€atzel and Brian O’Regan

at the École Polytechnique Fédérale de Lausanne

(CH) [11], following the extensive research in semi-

conductor photo-electrochemistry started in the 1970s.

These cells have immediately drawn a huge interest in

the scientific community, because of their potentiality

for the fabrication of devices with relatively high

efficiency and potential low cost. In fact, these

kinds of solar harvesters can be produced with

abundantly available organic materials and widely

diffused inexpensive semiconductors, using simple

and scalable technologies and avoiding costly and

energy-intensive high-vacuum treatments and

materials purification steps.

The working principle of the cell [4] is based on the

presence of a molecular light absorber, which is able to

harvest photons from sunlight and convert them

to electrons, pumped up from a lower to a higher

energetic level, thus creating an electric potential that

can be used to produce electric work. The light-

absorbing dye is attached as a monolayer to the surface

of a nanocrystalline film of a wide band gap semicon-

ductor (TiO2 in a pure anatase form in the most

common DSC architecture). The semiconductor

works as electron collector, since the photogenerated

charges are fast injected in the conduction band of the

nanostructured solid. A careful design of the molecular

energy levels of the dye makes the charge transfer

toward the oxide strongly favored from an energetic

point of view, thus drastically reducing the electron-

hole recombination process. The dye is electrically
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regenerated by charge donations from an electrolyte,

which penetrates the pores of the nanofilm to have

a close proximity with the molecules of the sensitizer,

creating a 3D interpenetrating network junction.

The electrolyte is an ionic conductor able to accept

hole from (or donate electrons to) the oxidized dye,

and the best performance are noticed for liquid

electrolytes containing a I�/I3
� redox system. The

electrons percolate through the nanoparticles, which

are interconnected because of a short sintering process,

and are collected by an external circuit, thus generating

electric power without causing any permanent

chemical transformation inside the cell.

The role of the nanostructures in designing suitable

photoelectrodes for high-performance cells is crucial.

In fact, as reported from the first experiments of

Gr€atzel, it emerges that it is possible to move from

a sunlight-to-current conversion efficiency of 1.2%

using a polycrystalline anatase film [12] to the 7.9%

using a nanostructured mesoporous TiO2 layer [11],

just varying the active exposed surface area of the

electrode. In fact, on a flat surface a monolayer of

dye is able to absorb only a little percentage of the

impinging photons, since its optical cross section is

sensibly smaller with respect to the geometrical area

it occupies. Thus, for good energy harvesting effi-

ciency it is mandatory that a big area is exposed to

the incident flux of photons, and this is possible only

with a nanostructuring of the photoanode. By carefully

controlling the porosity of the film, it is possible to

find the optimal equilibrium between the thickness of

the film and the path that the photogenerated charges

are able to cover (e.g., the diffusion length) before

recombination.

Harvesting

Energy harvesting is the direct extraction of back-

ground energy from the environment and its conver-

sion in electrical power [13]. Harvestable ambient

energies can be classified in three main classes, namely

radiations (see Sect. 3.1), kinetic/vibration energy, and

thermal energy. Energy recovery is possible through

properly designed devices. The heart of energy

harvesting devices is an active material that is actually

able to change/modify at least one of its properties as

a response to the stimulus of ambient energy.

The change of the material behavior, induced by

environmental energy, is usually turned into electrical

power. The diffusion of harvesting devices
has been limited till now by their low efficiency in

electrical energy production if compared to

traditional energy sources, mainly due to the lack

of well-performing materials. The development of

new nanostructures and nanomaterials is promising

to fasten up the development of a new generation of

highly efficient devices for energy harvesting [3].

Energy from Vibrations

Several sources of environmental vibrations can be used

to harvest energy, such as vibrations from household

appliances, moving equipments, trains, helicopters fly-

ing overhead, or human movement. To extract that

energy from the ambient a piezoelectric material is

needed as the active material. Piezoelectric materials

are able to directly convert themechanical strain induced

by vibrations into an electrical energy. The conversion is

possible trough the structural deformation of thematerial

that induces a local spatial charge separation through an

electric dipole. Piezoelectricity can occur in polycrystal-

line ferroelectric ceramic materials such as barium

titanate (BaTiO3), lead zirconate titanate (PZT) and

polymeric materials as poly(vinylidene fluoride), PVDF.

Traditional piezoelectric ceramics are very brittle,

needing to be handled carefully to avoid breakage. The

usability is also affected by their hard and fragile

behavior since they have limited ability in following

complex curved surfaces. This aspect is particularly

limiting when sensors and harvesters are considered,

since the capability of devices as harvesters to capture

and extract energy is also related to the ability of the

material (and, consequently, of the whole device) to

well couple to the surface of the object generating the

vibrations. Traditional polymeric piezoelectric mate-

rials can overcome this limitation being flexible and

compliant, but unfortunately their electromechanical

coupling coefficient is not comparable to traditional

ceramics. These limitations have increased the atten-

tion to other approaches, and hybrid nanocomposite

materials are one of the most promising alternatives.

The final properties of nanocomposite materials are

related to the connectivity between phases [10].

Nanocomposite materials are so promising for energy

harvesting devices because of high coupling factors, to

which they add low acoustic impedance, mechanical

flexibility, and broad bandwidth coupled with low

mechanical quality factor that make them interesting

candidates also for transducer and acoustic

applications.
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Energy from Temperature Gradients

A thermoelectric material is able to generate a voltage

when a temperature gradient is applied to it (Seebeck

effect) and vice versa (Peltier effect). The thermoelec-

tric effect is related to the ability of charge carriers to

move freely in metals and semiconductors (like

molecules in a gas); while moving they can conduct

charge and heat too. If a temperature gradient is

applied to the material, charge carriers tend to move

from the hot part to the cold region of the material

through a diffusion process. While moving to the cold

side charges are accumulated, creating a voltage that

can be externally exploited [14]. The conversion of

thermal energy in electrical energy is possible through

p-n junctions made of thermoelectric materials as

described in Fig. 1.

Thermoelectric generators are characterized by no

moving parts that make them silent. They are

reliable and scalable, and so they are considered quite

interesting as power generators. Efficiency for thermo-

electric materials and devices can be described by

a nondimensional figure of merit that can be evaluated

as ZT ¼ sS2T/k, where S is the Seebeck coefficient,

s is the electrical conductivity, k is the thermal

conductivity, and T is the absolute temperature.

For a long time, thermoelectric materials have been

considered too inefficient to be cost effective for appli-

cations. The current state-of-the-art material in this

field is a Bi2T3-based alloy showing a ZT value close

to one. New interest in thermoelectrics began in the

middle of the 1990s, since theory suggested that ther-

moelectric efficiency could be significantly enhanced

by the use of nanostructures. A well-performing ther-

moelectric material needs a variety of conflicting prop-

erties to be well optimized in order to work properly. It

needs a large thermopower, which means a large value

of the Seebeck coefficient; it must be a good electrical

conductor, showing at the same time a very low ther-

mal conductivity. In traditional materials, these trans-

port characteristics are dependent the on one another,

being deeply linked to interrelated material properties.

Based on both theoretical and experimental predic-

tions, the current approach to increase ZT is to use

nanostructured materials, both in form of films than

quasi-1D structures, like nanowires, nanobelts, and

nanotubes. Nanostructured films are quite interesting

because they can use the same fabrication routes of

traditional materials, while showing improved thermal

behavior thanks to phonon scattering at the interfaces
among nanograins. The main issue in nanostructured

films is to control electron scattering at grain bound-

aries between randomly oriented grains that could

decrease also electrical conductivity [14]. In 1D

materials as nanowires, the thermoelectric parameters

(S, s and k) can be optimized independently. A high

value of ZT is predicted for 1D nanostructures, as

a result of an increase of charge mobility due to the

quantum confinement of the density of the states,

together with a reduction in thermal diffusivity

because of scattering at the grain boundaries [3].

Fuel Cells

A fuel cell (FC) is an electrochemical cell that

converts directly chemical energy into electricity.

This characteristic makes it an appealing system to

provide a relatively cheap power source, by using

hydrogen or ethanol as fuels, and by producing water

as waste. They are constituted by an anode (hydrogen

or ethanol fuel source) and a cathode (usually oxygen

from air) separated by an electrolyte. The basic

operation is depicted in Fig. 2.

Over the past few years, fuel cells have demon-

strated increased reliability and lower costs because

of the use of nanomaterials. The use of nanotechnology

in the manufacturing process results in increased

surface area, which originates large power and energy

densities, long shelf life, and ease of miniaturization.

These features, combined with MEMS technology
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[10], are important for the development of a more

powerful fuel cell for portable electronic devices.

Nanomaterials are also increasingly used in the pro-

duction, purification and storage of hydrogen. In fact,

at present, the ability to store hydrogen at high volu-

metric and gravimetric densities, as well as the ability

to extract/insert it at sufficiently rapid rates, is still

a hot topic that could condition further improvements

of the fuel cell technology. In particular, a big effort

has been done by the research community in the past

decades to identify candidates that could fit such

strict characteristics. Examples of investigated

nanostructures are CNTs, considered a promising solu-

tion, even if recently partially abandoned, light metal

hydrides [5], and graphene.

There are different types of fuel cells, depending on

the type of electrolyte: the most diffused are proton

exchange membrane fuel cells (PEMFCs) and high

temperature fuel cells such as solid oxide fuel cells

(SOFCs) and molten carbonate fuel cells (MCFCs).

Among these PEMFC technology has become the

dominant choice for the portable electronics market.

Nowadays, nanotechnology is deeply embedded in the

design of fuel cell components and, therefore, the

development of nanostructured catalysts at the elec-

trodes or optimized proton exchange membranes

(PEM) has become an active area of research for fuel
cell applications. At present, many efforts are devoted

to an optimization of the PEM characteristics, but

despite great advancements in the development of

nanostructured membranes, some restrictions and

limitations remain. One of the challenges in

current PEM fuel cell development is the lack

of appropriate materials for the fabrication of proton-

conductive membranes with improved performances.

The high cost of the commercially available Nafion®

membrane, the most diffused polymeric electrolyte

in FC, has induced the development of new proton-

conducting materials, including polybenzimidazoles,

polyamides, polyether imides, polysulfones,

polyphenylene sulfides, polyetheretherketones, and

polyphenyquinoxalines. However, the Nafion® mem-

branes show superior performance because of their

high ionic conductivity compared to other non-

fluorinated membranes. Proton conductivity is the

most important property of membrane efficiency in

fuel cells.

Membranes with acceptable conductivity at high

temperatures are desirable for fuel cell applications,

but there is always the issue of decreased performance

at high temperatures due to dehydration of the

membrane and a resulting reduction in ionic conduc-

tivity. To overcome the problems faced by

proton exchange membranes, numerous studies were

conducted to develop alternative materials for

membrane preparation. One of the approaches to

improve water retention in the membrane is to incor-

porate hydrophilic, inorganic materials [6]. However,

with this method it is difficult to avoid nanoparticle

self-agglomeration in the polymeric matrix, and

the method therefore induces non-homogeneous

dispersions and poor electrochemical performance.

In order to achieve a homogeneous distribution,

addition of nanosized inorganic particles is carried

out by various methods, such as the solgel method,

the solution casting method, and PECVD to

obtain high-performance nanocomposite membranes.

The use of surfactants can assist in creating a uniform

distribution of nanoparticles as well.

A second challenge for the ultimate commerciali-

zation of fuel cells is the preparation of active, robust,

and low-cost catalysts to replace platinum. Emphasis

is placed on nanoengineering-based fabrication,

processing, and characterization of multimetallic

nanoparticles (transition metals) with controllable

size (1–10 nm), shape, composition, and morphology.
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Nanostructures for Energy Storage Systems

Many of the sustainable energy alternatives described

produce or require electricity. Therefore, novel more

efficient ways to store electricity are very much

needed in the way to a more sustainable production,

transformation, and use of energy. In this respect,

electrochemical systems, such as batteries and

supercapacitors, which can efficiently store and deliver

energy on demand in stand-alone power plants, as

well as provide power quality and load-leveling of

the electrical grid in integrated systems, are

playing a crucial role in the present energy economy.

In addition, they are also seen as the power sources of

choice for the progressive diffusion of sustainable

hybrid/electric vehicles at high levels.

Lithium-Ion Secondary Batteries

Lithium-ion batteries (LIB) are one of the greatest

successes of modern electrochemistry of materials.

Their science and technology have been extensively

reported in reviews [7] and dedicated books [8] to

which the reader is referred for more details.

A commercial LIB does not contain lithium metal; it

comprises a negative electrode (generally, graphitic

carbon), and a positive electrode (generally, layered

lithium metal oxides such as LiCoO2), both capable of

reversibly intercalate Li+ ions, these being separated

by a nonaqueous lithium-ion conducting electrolyte

(generally, a separator diaphragm soaked in a mixed

ethylene – diethyl carbonate solution of LiPF6).

During discharge, Li+ ions carry the current from the

negative to the positive electrode, through

the nonaqueous electrolyte [8]. During charge, an

external electrical power source (the charging circuit)

applies a higher voltage (but of the same polarity) than

that produced by the battery, forcing the current to

pass in the reverse direction. Lithium ions then migrate

from the positive to the negative electrode, where they

become embedded in the porous electrode material in

a process known as “intercalation.”

The current-generation LIBs are increasingly

being used by virtue of their high (volumetric and

gravimetric) energy density; but, although commer-

cially successful, some disadvantages arise, related to

relatively low power density, large volume change on

reaction, safety, and costs. In fact, the limits in perfor-

mance using the current electrodes/electrolytes are

being reached and further breakthroughs in materials
chemistry are essential, especially modifying and

improving already known materials. The aforesaid

shortcomings can be reduced by the application of

nanotechnology. It is important to design and fabricate

nanostructured electrode materials that provide

high surface area and short diffusion paths for ionic

transport and electronic conduction. This gives rise

to a larger electrode/electrolyte surface and enables

Li-ion diffusion through the electrode material to be

limited as much as possible. Moreover, the volume

changes and structural evolution that occur as the

electrodes accept and release ions can be quite differ-

ent for nanoscale materials, thus greatly affecting the

cycle/service life.

The potential advantages and disadvantages associ-

ated with the development of nanomaterials applied to

LIBs can be summarized as follows [7]. Advantages

include (a) the strain associated with lithium ions

insertion/removal is better accommodated (along

with a wider solid-solution region), thus improving

service life as shown in Fig. 3; (b) new electrode

reactions are enabled to occur that are not possible

for materials composed of micrometer-sized particles;

(c) a high surface area permits a more extensive elec-

trode/electrolyte contact area, leading to higher

charge/discharge rates; and (d) the reduced dimensions

significantly reduce the path lengths for electronic and

Li+ transport, thus permitting operation with low elec-

tronic conductivity and/or at higher power. As for

disadvantages, the following have been identified: (a)

an increase in undesirable (side) reactions with the

electrolyte due to the high electrode/electrolyte contact

area, possibly leading to self-discharge, poor cycling,

and calendar life; (b) the volume of the electrode

increases because of poor particle packing, leading to

lower volumetric energy densities unless special com-

paction methods are developed; and (c) potentially,

nanoparticles may be more complex to synthesize,

especially their dimensions may be difficult to control.

There are numerous examples in which nanostruc-

tured materials have been used in Li-ion batteries as

both electrodes and electrolytes. In meso- and/or

nanoporous architectures, for instance, the nanoscale

domains of the material are accessible to molecular

reactants because of rapid mass transport via

diffusion through the continuous volume of

mesopores. Very recently, B. Scrosati, Y.-K. Sun,

and colleagues developed a high-capacity, nanostruc-

tured tin-carbon anode, and a high-voltage, high-rate
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Li[Ni0.45Co0.1Mn1.45]O4 spinel cathode. When the two

parts are put together, the result is a high-performance

battery with a high energy density and rate capacity,

highly suitable for powering low or zero emission

HEV or EV vehicles [15]. The ultimate expression of

the nanoscale in rechargeable lithium batteries is the

formation of 3D nanoarchitectured cells, in which

pillared anodes and cathodes are interdigitated [16].

The prospect of having active and passive

multifunctional components interconnected within

a 3D architecture is envisioned to lead to superior

energy-storage capacity, high-volume synthesis, and

improved safety. A nanowire battery has been invented

by a team led by Dr. Y. Cui at Stanford University

in 2007 [17]; it produces ten times the amount of

electricity of existing LIBs. The team’s invention

consisted of a stainless steel anode covered with silicon

nanowires, to replace the traditional graphite anode.

Silicon, which stores ten times more lithium than

graphite, allows a far greater energy density on the
anode, thus reducing the mass of the battery. The

large surface area further allows for fast charging and

discharging and efficient electron transport down the

length of each nanowire.

Electrochemical Capacitors

Electrochemical capacitors (ECs), also named

“supercapacitors,” are capacitors with relatively high

energy density (typically on the order of thousands of

times greater with respect to conventional electrolytic

capacitors) [18]. The term “supercapacitor” is usually

used to describe an energy-storage device based on the

charge storage in the electrical double layer (EDL) of

a high-surface-area carbon in aqueous electrolytes.

In fact, they store electrical energy, like batteries, but

using a different mechanism: while batteries do

it chemically, supercapacitors store electricity

physically, by separating the positive and negative

charges. Their lifetime is in principle infinite, as

they operate solely on electrostatic surface charge
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accumulation. In comparison with conventional

batteries or fuel cells, ECs also have a much higher

power density. They can be charged or discharged at

a rate that is typically limited by current heating of

the electrodes. So, while existing ECs have energy

densities that are perhaps one tenth that of

a conventional battery, their power density is generally

10–100 times greater. Supercapacitors can be used as

uninterruptable power sources (UPSs), can be coupled

with batteries to provide peak power, and can replace

batteries for memory backup. The supercapacitor is

ideal for energy storage that undergoes frequent charge

and discharge cycles at high current and short duration.

They have applications as energy-storage devices used

in vehicles and for smaller applications like home solar

energy systems where extremely fast charging is

a valuable feature.

Since their discovery, these devices have attracted

considerably less attention with respect to batteries as

energy-storage devices. Nevertheless, thanks to both the

contribution of nanotechnology and the better under-

standing of the charge storage mechanisms

(ion behavior in small pores) the interest on ECs has

noticeably increased very recently [18]. Nanotechnol-

ogy is important because it enables large surface areas to

be obtained to optimize performance in terms of capac-

itance, ionic and electronic resistance. There are numer-

ous examples in the literature showing that nanosized

crystallites and/or mesoporous materials exhibit signif-

icantly higher specific capacitance as compared to

nonporous materials or micron-sized materials. The

assembly of nanoscale materials is also important.

Recent trends in supercapacitors involve the

development of high-surface-area activated carbon

electrodes to optimize the performance in terms of

capacitance and overall conductivity. Attention has

been focused on nanostructured carbons, such as

aerogels, nanotubes, and nanotemplates [19]. One

structure envisioned to be of interest is an array of

vertically aligned carbon nanotubes where the spacing

between the tubes is matched to the diameters of the

solvated electrolyte ions. The main focus has been the

optimization of interparticle contact resistance and

electrolyte wettability of the pores. The capacitance

increase is almost 50% compared with the best

performing commercially available activated carbons.

Nanostructured metal oxide materials have also been

investigated for supercapacitor applications, especially

RuO2 and RuO2·xH2O nanotubes composites [20].
The Impact of Nanostructures on Traditional
Energy Sources: An Overview

As the worldwide demand for energy rises at an ever-

increasing rate, there is a new urgency to improve

the efficiency and sustainability of actual power

generation technologies. One of the keys to address

this challenge is innovation, and some of the most

promising solutions are occurring at the nanoscale.

Perhaps the most mainstream acceptance within

renewable technology has come in the form of wind

energy, which is approaching cost competitiveness

with traditional energy sources. Countries such as

Germany, Spain, and Denmark are already

beginning to utilize substantial amounts of wind

energy to meet their growing electricity needs. Nano-

technology impacts the wind industry by improving

turbine performance and reliability to allow for

longer lifetime, less fatigue failure, and lower costs

of generation. New lubricants containing nano-

particles act like mini ball bearings, thus reducing

the friction generated from turbine rotation,

consequently improving its life cycle. Advancements

in nanocoatings, such as deicing and self-cleaning

technologies, also help improving efficiencies, thus

rendering ice and dirt buildup on the turbines virtually

nonexistent.

In spite of the optimistic predictions of its

proponents, alternative energy sources such as wind,

hydro, and biomass are unlikely to seriously challenge

coal, oil, natural gas, or nuclear power for a meaningful

share of the worldwide energy needs in the near future.

However, how these traditional energy sources are pro-

duced will rapidly change. In fact, nanotechnology is

already at work modifying how coal, oil, and gas are

being produced. One of the more prominent examples

can be found in the application of new nanoscale cata-

lysts to the production and refining processes of fossil-

fuel resources. Moreover, modern fossil-fuel power

plants, including coal-fired systems, require compo-

nents that are able to withstand higher temperatures

and pressures to improve efficiency, lower maintenance

costs and decrease emissions levels. In this field, nano-

technology-based innovation is being credited with

improvements in efficiencies and life spans of existing

technologies, as well as the introduction of novel and

disruptive power-generating components.

Nanotechnology has the potential to revolutionize

the electric utility industry as well. Many of the
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components used in the electric utility industry can be

modified to yield incremental improvements in the

overall product performance. The end-benefit is that

electric utility providers can improve their operating

margins by making existing equipment both last longer

and more efficient. Nanotechnology can provide

immediate improvements to the electrical utility

system of moving power by efficiently improving the

transmission of electrons, as well as create newer and

even better conducting materials. The real payoff may

be carbon nanotubes (CNTs), which are unbelievably

thin, possess 100 times the strength of steel, have only

one sixth the density of aluminum, and efficiently

conduct electricity. Most promising are the single-

walled carbon nanotubes (SWCNTs). The broad

range of uses for SWNTs is connected to the different

nanotube properties according to how the hexagonal

lattice is oriented (see Fig. 4), which together with

the nanotube diameter determines the chirality.

This combination of strength and conductivity

suggests that in the future, energy providers should

not have to dig up city streets to lay new wires. The

existing lines could be simply replaced with super

strong, highly conductive carbon nanotube wires.

Reduction of energy consumption is another active

area in nanotechnology, targets being the development

of more efficient lighting, better combustion systems,

and/or use of lighter and stronger materials in the

transportation sector. Light-emitting diodes (LEDs)

are interesting examples of how energy consumption

can be reduced; or “smart” windows, which can

change reflective properties to attract or deflect

sunlight depending on the customer’s needs. Similarly,
improved insulation materials could have a noticeable

impact on overall energy demand. All of these

products are made possible by advancements in

nanotechnology. Nevertheless, the greatest long-term

cost savings will probably come from the creation of

“intelligent energy networks,” that is, integrated

systems of more energy-efficient computers and

sensors that gauge and regulate customer energy use.

Such networks already exist today, but as nanotech-

nology enables computers and sensors to become

smaller, but correspondingly more powerful, the cost

effectiveness of deploying such devices will increase,

along with the number of possible applications.
Conclusions

New materials hold the key to fundamental advances

in energy production and storage, both of which are

vital in order to meet the challenge of global warming

and the finite nature of fossil fuels. Nanomaterials in

particular offer unique properties or combinations of

properties as electrodes and electrolytes in a range

of energy devices. Through innovation, the efficiencies

of present technologies can be improved and discover

new ways by which mankind can prosper. Nanotech-

nology provides researchers with the opportunity to

attain sustainable development, thus overcoming one

of the greatest challenges of modern times, by using

some of the simplest and smallest available means.

In conclusion, nanotechnology, known as paying

attention to structures technology of the twentieth cen-

tury, owing to benefits such as being potentially inex-

pensive, effective, and promising for to come. Hence,

many companies and researchers are getting curious

day by day in order to explore especially its energy

application. Indeed, to minimize energy waste, it

should become common and applicable as soon as

possible in spite of the fact that it is quite a new

technology.
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Definition

“Nanostructures for Photonics” represents a collection

of devices whose working principles are based on

photons at the nanoscale level.
Overview

In the last decade, new disciplines emerged where the

terms nano and photon happen to play a fundamental
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the core-shell architectures and the related band structure of

spherical (a) and dot/rod nanocrystal structures (b)

N 1814 Nanostructures for Photonics
descriptive role. Their origin dates back to the ancient

Greece, with nano (¼nanoz) indicating something of

small dimensions, and photon (¼jϖΨψρz) indicating
the light. In Physics, but also in Chemistry, Biology,

Material Science, and many more fields these terms

have been used for indicating the studies of extremely

small objects by means of light. This new technologi-

cal frontier has already produced some amazing

results: LCD based mobile phones, nanoparticles for

optical tagging of biological molecules and hyperther-

mia, or devices for single-molecule detection are just

few of many examples where nanophotonics plays

a crucial role. In terms of optical devices, their func-

tionality can be divided in three general key parts: light

generation, light guiding and light harvesting. Here
will be introduced some approaches describing these

aspects, starting from colloidal nanocrystals for pho-

tonics to end, through the introduction of photonic

crystals and metamaterials, with plasmonic devices

for Raman spectroscopy. The aim is to prove that

photonics at nanoscale level is not just an exotic

research field but a mature discipline capable of offer-

ing devices for a multitude of uses.
Light Generation: Semiconductor
Nanocrystals for Lasing Applications

Colloidal semiconductor nanocrystals are a very

attractive alternative as light emitting materials to

more conventional nanostructures, because they can

be fabricated in a cost-effective bottom-up approach

by wet chemical synthesis. In the last decade, great

progress has been achieved regarding the control on

nanorcrystal shape and composition, leading to size

dispersions of less than 5% in spherical particle sam-

ples, and to rod- and multibranched shapes. One par-

ticular property of colloidal nanocrystals is their

exposed surface that needs to be stabilized via surfac-

tant molecules. The related obstacle that has to be

overcome toward highly efficient light emission is the

nonradiative recombination of the electrons and holes

at surface states. The most promising solution to this

problem are core-shell architectures, where a low band

gap material nanocrystal is capped by a second mate-

rial with higher band gap. In such structures, the photo-

excited charges are confined by the nearly defect-free

internal interface between the two materials (see band

alignment illustration in Fig. 1).
Here, the emission wavelength is determined on one

hand by the band gap of the core material, and on the

other hand by the quantum confinement effects, since

typical diameters of nanocrystals are in the range of

1–8 nm. The most popular systems for light emission

in the visible consist of CdSe, CdS, ZnSe, and ZnS

materials. For example, the emission of CdSe based

systems can be tuned by the nanocrystal size in the

range from 1.8 to 2.5 eV, as demonstrated in Fig. 2a.

Two very successful core-shell architectures are

sketched in Fig. 1, the spherically symmetric core-

shell structure, and the dot-in-a-rod (dot/rod) structure

that can be fabricated by the seeded growth technique

[1]. The dot/rod architecture in Fig. 1b combines the

advantageous optical properties of rod-shaped

nanocrystals, such as strongly linearly polarized emis-

sion and oriented assembly, with a high quantum yield

(ratio photons in/photons out) comparable to that of

spherical nanocrystals (Fig. 2).

For lasing devices two factors are important: the

optical gain of the light emitting material and the

quality of the resonant cavity that provides the optical

feedback. The optical gain can be improved by the

composition and architecture of the nanocrystals, and

by the homogeneity and density of their assembly. The

optical feedback can be obtained from semitransparent

mirrors or distributed feedback resonators that consist

of Bragg reflectors. The optical gain of the material is

typically characterized by transient (time-resolved)

optical absorption spectroscopy, which reveals the

population dynamics of the energetic levels of the

nanocrystals [3]. If the emitting ground state popula-

tion maintains an occupation larger than unity, optical

gain is achieved. One peculiar property of the dot/rod

core-shell nanocrystals is that optical gain can be

obtained from the optical transitions related to the

core and from the transitions in the shell material.
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Emission and absorbtion

spectra of spherical CdSe

nanocrystals (With permission

from Ref. [2]). (b)

Transmission electron

microscopy images of dot-in-

a-rod core-shell nanorods with

similar core size and different

rod length. The scale bar

corresponds to 50 nm (With

permission from Ref. [1])
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This effect extends the spectral range significantly, for

example in the CdSe/CdS system from 570 to 650 nm

(core emission) to 490 nm emission wavelength of the

shell [4]. So far, the fabrication of efficient optical

cavities for nanocrystal assemblies remain challenging

since, for example, conventional sequential evapora-

tion of Bragg reflectors does not work due to the

incorporation of the inhomogeneous nanocrystal

layer. Hence, novel approaches to obtain cavities

have been sought, like the loading of cylindrical

microcavities with nanocrystal solutions via the capil-

lary effect [5], or the hot embossing of two

pre-fabricated Bragg reflectors which embed the

nanocrystal layer in a sandwich structure [6]. Another

innovative approach consists in the laser emission

from core-shell nanorod assemblies where the layer

of nanorods itself formed the resonant cavity [3].

Here, circular rings with micron scale width and

sharply defined lateral edges were formed via the cof-

fee stain effect by simple deposition of nanocrystals

dissolved in toluene (see Fig. 3a). The lateral edges of

the rings themselves functioned as optical interfaces

and were suitable for achieving feedback in a Fabry–

Perot resonator scheme (Fig. 3b). Such microlasers
could be very interesting for a new generation of pho-

tonic devices integrated onto substrates for lab-on-

a-chip or for other compact, integrated applications.
Light Guiding: From Photonic Crystals to
Metamaterials

Transportation of light to a detector is one of the

fundamental aspects of any optical device. The light,

during its path, might be affected by the surrounding

world thus undergoing a modification of its properties.

This change can be temporary, namely existing only

during the path toward the detector or even permanent.

An example of the first kind is given by the effective

wavelength of surface plasmon polaritons on ametallic

interface whereas permanent modification can be well

described by white light entering a fiber. In fact, in this

case the light will loose most of its spectral compo-

nents once the detector will be reached. A further

example is given by metamaterials, usually defined as

exotic devices capable of strongly modifying the stan-

dard properties of the light. These different situations

indicate a strong relation between the intended
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Nanostructures for Photonics, Fig. 3 (a) Optical micro-

scope images of a self-assembled circular ring formed via coffee

stain evaporation dynamics. The ring consists of densely packed

core-shell nanorods and acts as a microcavity for laser feedback.

(b) Emission spectra from a Fabry–Perot self-assembled

microcavity made of nanorods with 25 nm length recorded at

different pump fluences. Inset: emission intensity as a function

of the pump fluence (With permission from Ref [3])
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application and the method of transportation of light

which must be properly chosen.

Periodic and Quasiperiodic Fibers

A standard and well-established method for the trans-

portation of light is by means of optical fibers. These

devices are nowadays commonly used for applications

such as Internet, allowing a high-speed data transfer

(Fig. 4).

A different kind of fiber known as Photonic Crystal

Fiber (PCF) was introduced in [8] with the idea of

improving the classical fibers in many aspects, such

as single-mode operation regime in a wide range of

wavelengths, air-core guidance or reduced cross-

sectional dimensions. In fact, while standard fibers

have diameters of some hundreds of micrometers,

PCFs can be reduced down to few microns [9–11].

The physics behind the working principle of PCFs

fibers lies in their geometrical characteristics. Photonic

crystals (PCs) are structures showing a translational

periodicity of the medium permittivity [12, 13].

A three dimensional example of a face centered cubic

PC is given in Fig. 4. The main characteristic of a PC is

the capability of controlling the interaction between

radiation andmatter in order to obtain new physics. For

example, they can induce a local modification of the

field, which in turn will affect the optical
characteristics of samples embedded in the crystal.

For the present purposes, these devices will be seen

either as filters or waveguides. In fact, according to

their geometrical and material properties, PCs can

realize optical gaps in specific spectral regions. Con-

sequences are the impossibility of the light to propa-

gate inside the crystal. Figure 5a is an example of

a square-like photonic crystal waveguide where light

at 2.85 mm is obliged in following the free path of the

crystal. The structure is formed by Silicon cylinders of

200 nm radius in air. The periodicity (lattice constant)

of the crystal is 1 mm. When the optical gap concept is

associated to the fiber world, Photonic Crystal Fibers

are obtained. In this case, light propagates along the

axis of the cylinders as in Fig. 5b.

Among the PCFs special attention deserves the

Photonic Quasicrystal Fibers (PQFs). Their geometry

is similar to photonic crystals with the fundamental

characteristic of loosing the translational periodicity.

Only rotational and mirror symmetry are proper of

a quasicrystal [14, 15]. Figure 6 gives some examples

of quasicrystal. One of the advantages of considering

PQFs versus PCFs is in a wider single-mode operation

regime than the PCFs, maintaining similar cross-

sectional dimensions.

The typical approach for determining the optical

characteristic of a fiber is the calculation of its



Nanostructures for Photonics, Fig. 4 The scanning electron

microscope image of the scaffold type a fcc optical lattice. The

lattice constant is about 1.5 mm. (a) A bird’s eye view. (b, c)

Magnified images of (b) top surface of the structure, and (c)

cross section of a crack in the rim of the structure. (d, e)

Simulated cross section of fcc lattice in (a) < 1,1,1 > and (b)

< 1,1,�1 > (With permission from Ref. [7])
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Nanostructures for Photonics, Fig. 5 (a) Two-dimensional

photonic crystal waveguide. Transverse magnetic polarized light

at 2.85 mm coming from the bottom of the figure travels along the

free path. The period (distance between two Silicon cylinders) is

1 mm, the radius is 200 nm. (b) Photonic crystal fiber. The blue
arrow indicates the direction of propagation of the light
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V parameter. This value is usually considered as the

quantity capable of identifying the single-mode oper-

ation regime of a fiber. In fact, in the case of single-

mode fiber, for a given wavelength and polarization,

only a particular mode can propagate. This avoids the

problem of the destructive interference that occurs in
a multimode fiber, which makes single-mode fibers the

best choice for applications related to long distance

communications. This explains why fibers working as

single mode in a wide range of frequencies are very

desirable for a number of applications. However, in

case of PQFs the V parameter method has been dem-

onstrated not to be working in many cases [15]. For this

reason, a different approach consisting in the direct

calculation of the effective area of the second-order

mode is preferable. Figure 7 shows a comparison

between these two approaches for three kinds of fibers.

Besides a disagreement between the V parameter

and the effective area approach as in Fig. 7b, c, it is

possible to notice that the single-mode operation

regime for both the eightfold and tenfold fibers is

much more extended than the sixfold one. This

makes these kinds of fiber more robust for transporting

signal at long distances.

Fishnet Structures: A First Step Toward

Metamaterials

Metamaterials are artificial man-made materials

exhibiting particular properties such as negative

refraction [16–19], which can lead to several
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Nanostructures for Photonics, Fig. 6 Cross section of three

kinds of PQFs: (a) sixfold, (b) eightfold, and (c) tenfold. Gray
filled circles denote air holes drilled in silica fiber. The central

hole (empty circle) is absent in the fibers. The quantities A and d
represent the lattice constant and the hole diameter, respectively

(With permission from Ref. [15])
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Nanostructures for
Photonics, Fig. 7 Effective

V parameter (black squares
and curves) and the second-

order mode normalized area

(red circles and curves) as
a function of A/l for (a)

sixfold, (b) eightfold, and (c)

tenfold quasicrystal fibers. The

dashed lines are drawn at p.
A is the lattice constant (With

permission from Ref. [15])
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applications like the realization of superlenses or invis-

ibility cloak. In order to reach a negative refractive

index, simultaneously negative electric permittivity

and magnetic permeability need to be reached as

pointed out by Veselago in 1968 [16]. A negative

permittivity is a relatively easy task to obtain, since

all metals below their plasma frequency exhibit it. On

the other hand, a negative permeability is more diffi-

cult to achieve; the lack of magnetic charges and the

weak interaction between matter and the magnetic part

of light, make scientists capable to attain it only in

certain frequency regions. Combining thin metallic

wires and rods in a three layers Metal/Dielectric/

Metal structure (as shown in Fig. 8), constitutes the

so called fishnet structure which has been proved to

exhibit peculiar characteristics both in metamaterials

and plasmonics fields.
Fishnet structures have been widely investigated in

metamaterials research field both from an experimen-

tal and a theoretical point of view [20]. The reason is

that their geometry is simple and its fabrication is

relatively easy. However, the mechanism behind the

negative refractive index behavior is nowadays not

completely understood. The main idea is that properly

polarized light passing through the structure can expe-

rience at the same time both negative permittivity and

permeability. Considering, for instance, an impinging

electromagnetic field polarized as shown in Fig. 9b: the

electric field oscillates along thin wires allowing

a negative electric permittivity and the magnetic field

can induce a resonance through the aligned sets of

rods, just like in a LC circuit. In fact, whereas the

capacitor-like response is directly given by the vertical

structure of the fishnet (two metallic plates separated
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by a dielectric, see Fig. 8c), the inductive response is

expressed by the electric currents, generated by the

oscillating magnetic field, that circularly flow in the

plates (as regular currents) and across the dielectric (as

displacement current). The resonant behavior can be

observed, for example, in the transmission spectrum

(Fig. 9a): if the magnetic resonance occurs, a dip in the

transmission coefficient can be noticed.

Before performing the experiments, also according

to previous studies where similar structure were inves-

tigated, a magnetic resonance between 1,300 nm and

1,500 nm was expected [20]. In Fig. 9b, this kind of

resonance is not clearly visible, probably because of

high losses in that spectral range which damp trans-

mission or reflection features. Nevertheless, it is pos-

sible to notice a resonant behavior at shorter

wavelengths. Indeed current loops, which are supposed

to induce the magnetic resonances, are generated by

internal gap surface plasmons polaritons (SPPs). This
means that, more than one resonance exist, actually

several of them may occur as far as the matching

condition subsists:
kSPP ¼ kwaveþmGxþ nGy with : Gx ¼
ax

andGy ¼
ay

In this relation, kSPP and kwave are, respectively, the

wave vector of the excited SPP and the one of the

incident light. ax, ay are the lattice periodicities along

the x and y fishnets axis. Therefore, higher frequency

resonances can be reached as far as the lattice provides

the missing momentum through Gx and/or Gy. How-

ever, a negative refractive index is not guaranteed in

the entire spectrum since the equivalent plasma fre-

quency of the medium is dominated by the cutoff

wavelength of the holes of the fishnet.

To conclude, fishnet structures represent a good

example on the concept of metamaterials and how
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their fascinating properties are related to plasmonic

effects. A deep study of these structures can be con-

sidered a first step to understand the underlying physics

of negative refraction enabling, eventually, the reali-

zation of more complex devices exploiting the effects

of negative index materials.
þ 0 þ

þ

Light Harvesting: Supported Metal
Nanoarrays for Plasmonic Devices

Light harvesting plays an important role for the oper-

ation of many kinds of devices, such as biosensors or

photovoltaic cells. In fact, besides the generation and

transportation of light, an efficient coupling mecha-

nism between the guiding device and the investigated

bio-sample in order to produce a readable signal is

a fundamental step of a generic photonic device. For

example, metallic nanostructures have the property of

realizing a high localized electric field which can be

efficiently coupled to a bio-sample. This, in turn,

means high signal-to-noise ratio from the sample,

namely a good signal for the detector can be produced.

Metallic nanoparticles exhibit specific optical prop-

erties in the visible/near-infrared range due to the col-

lective excitation of the conduction electrons

(Localized Surface Plasmon Resonances – LSPRs).

The field enhancement provided by metallic

nanostructures has been used to manipulate light-

matter interactions and enhance nonlinear phenomena.

The strong effects associated to the LSPR excitation on

metal nanoparticles are the core of many interesting

perspective applications such as single- molecule

detection and photovoltaic conversion. Here two spe-

cific examples are introduced, that is, nanoaggragate

and nanoantenna arrays where light harvesting and

field enhancement will be exploited with respect to

high sensitivity Raman spectroscopy.

The use of advanced lithographic techniques allows

precise control of particle shape and size, as well as

interparticle separation [21, 22]. Electron beam lithog-

raphy (EBL) has become the method of choice for

fabricating single or periodic arrays of metal

nanostructures endowed with the desired morphologi-

cal features [23]. It is versatile and provides high

resolution and precise control over the geometry and

separation of nanostructures, guaranteeing

a fabrication reproducibility, and precision down to

the nanometer scale.
Nanoaggregate Array

The fabrication of an active SERS device was achieved

by means of site selective deposition of Ag

nanoparticles, exploiting electroless technique on Si

pre-patterned substrates [23]. A large array of

nanostructures with high degree of reproducibility at

the nanometer scale was realized using electron beam

lithography onto a Si substrate spin-coated with 50 nm

thick ZEP layer.

The Ag deposition was realized by means of a redox

reaction between the metal and the Si surface remained

uncovered after the lithographic process. The reaction

occurs in a dilute (0.1–0.5 M) HF solution in which is

dissolved a metal salt, that is, AgNO3, at

a concentration of about 1 mM. The global chemical

reaction is:
4Ag þ Si sð Þ þ 6HF! 4Ag þ H2SiF6 þ 4H (1)

which in its turn can be separated into two half-cell

reactions:
Siþ 2H2O! SiO2 þ 4H

þ 4e� Anode� Si oxidationð Þ (2)

Agþ þ e� ! Ag0ðCatode � Ag reductionÞ (3)

The driving force of the whole process is coming

from the potential difference in the two half-reactions,

thus fostering the growth of Ag grains and the forma-

tion of well-organized metallic nanostructures (see

Fig. 10a, b).

In order to probe the enhancement behavior in

Raman spectroscopy related to the plasmon excitation,

the sample was immersed in Rhodamine 6G (R6G)

solutions with different concentration (10�5 M and

10�20 M in H2O) for 30 min. The sample was gently

rinsed in DI-water to remove molecules in excess not

chemisorbed on the metal surface and then dried in N2

flow.

In Fig. 10c, Raman spectra of R6G molecules,

adsorbed on a Si substrate with a 60 s Ag deposition,

are shown. There are various bands for R6G compound

at around 1,650, 1,509, and 1,361 cm�1, attributed to

the xanthenes ring stretching of C-C vibrations,

1,575 cm�1 attributed to C-O stretching; while the

band at 1,183 cm�1 is related to the C-H bending and

N-H bending vibration of xanthenes ring. As can be

clearly observed in Fig. 10c, the Raman intensity
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Nanostructures for Photonics, Fig. 11 (a) The nanoantenna

concept: fabrication of a highly sensitive and specific

nanobiosensor based on extraordinary optical signal enhance-

ment. (b, d) Representative SEM images of two different

nanoantenna arrays fabricated by EBL technique. The dimen-

sions of the NAs are of length 410 nm (b), 200 nm (d) while

width and height both are 60 nm for all NA. (c) SEM of coupled

nanoantenna array
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decreases with the decreasing concentration of R6G, as

expected. Though, the concentration is very low, var-

ious bands are clearly visible even for R6G molecule

with concentration of 10�20 M, keeping accumulation

time 60 s and laser power 0.0018 mW.

Nanoantenna Array

The ability to tailor the optical properties of structured

plasmonic materials has proven to be crucial for a wide

variety of applications, using them for surface-

enhanced spectroscopy and biosensing. While

a symmetrical geometry allows polarization indepen-

dent plasmon excitation, a dichroic absorption is well

expected for nanoantenna (NA) fabrication. Large scan
overview of different nanoantenna patterns are

reported in Fig. 11. The sample topography has been

characterized recurring to scanning electron micros-

copy (SEM) and atomic force microscopy (AFM)

operated in tapping mode.

The optical properties of the nanoantenna array,

shown in Fig. 12c, were investigated by means of

spectroscopic transmission of polarized light in the

range between 400 and 900 nm. The polarization of

the incident light was varied from transverse magnetic

TM (electric field perpendicular to the short NA axis)

to transverse electric TE (electric field parallel to the

long NA axis). The optical transmittance spectra pre-

sent evidence of a clear anisotropic behavior; for TM
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polarization a localized minimum around 620 nm is

found. This is the typical behavior exhibited by

subwavelength metal nanoparticles sustaining

a localized surface plasmon resonance.

Evidence of plasmon-induced SERS effects is given

in Fig. 12a in which the different Raman emission

lines from cresyl violet (CV) molecules (with

a concentration of 3.46 mM) deposited on the gold

nanoantenna arrays are shown. The sample was

excited by 633 nm laser wavelength (laser

power ¼ 0.14 mW and accumulation time ¼ 50 s)

through a 150X objective. The measurements were

performed on bare nanoantenna arrays (sample NA),

on cresyl violet molecules chemisorbed on flat Au film

(sample CV Au) and on CV deposited on the

nanoantenna arrays (sample CV NA). To ensure the

quality of the sample surface, the background mea-

surements were performed at different positions of

the nanoantenna SERS device. As shown in Fig. 12a

(NA line) no characteristic Raman band, except at

around 320 cm–1 related to the Ca-F vibration from

the substrate, is observed. The characteristic vibra-

tional bands of CV are observed in the SERS spectrum

(CV NA trace). Intense Raman bands centered at

around 591, 882, 927, and 1,189 cm�1 can be attrib-

uted to the N-H2 rocking vibration, two benzene group

bending, out-of phase N–H2 rocking vibration, and

combination of N–H2 rocking and C–HX rocking,

respectively.

CV molecules chemisorbed over flat Au film are

also shown in Fig. 12a. A giant enhancement in Raman

signal for CV NA sample with respect to the CV Au
one can be clearly observed. The maximum enhance-

ment of the Raman emission is obtained when the

excitation is polarized along to the nanoantenna short

axis, in correspondence to the resonant excitation of

the LSP resonance. The evaluated SERS enhancement

for the fabricated nanoantenna device is 107.
Novel Nanophotonic Devices

The three standard aspects of a photonic device,

namely light generation, guiding, and harvesting can

be combined in a number of ways to obtain many kinds

of functionalities. For example, metallic-nanorods can

be used for shrinking the wavelength of the light to

improve the coupling with detectors such as

nanoantenna arrays, or optical fiber can be properly

modified for three-dimensional optical trapping [24].

Here will be introduced two specific examples: pho-

tonic crystals combined to plasmonic devices for the

realization of background-free Raman probes, and

superhydrophobic devices for single-molecule

detection.

Integration of Photonic Crystals and Plasmonic

Devices for Label-free Chemical and Structural

Detection

A combination of different nanostructures for photon-

ics give rise to a novel photonic-plasmonic device that

allows label-free detection, through Raman spectros-

copy, of single inorganic nanoparticles and of mono-

layers of organic compounds [25] and that allows,
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integrated on an atomic force microscope (AFM) can-

tilever, to obtain topographic, chemical, and structural

information at an unprecedently high spatial resolution

(below 10 nm) [26].

The device consists of a two-dimensional dielectric

photonic crystal cavity, which can be patterned on

a Si3N4 AFM cantilever, together with a tapered silver

plasmonic waveguide placed at the center of the cavity

(Fig. 13a). The photonic crystal consisted of a triangu-

lar lattice of air holes (lattice constant ¼ 250 nm, hole

diameter ¼ 160 nm) patterned on a 100-nm-thick

Si3N4 membrane. Three missing holes in the center

generated a photonic crystal cavity, termed L3, tuned

at l¼ 532 nm. The plasmonic waveguide is a 2.5-mm-

tall metallic cone, with a base diameter of 300 nm, and

the minimum radius of curvature at the apex is con-

trollable in the range 2.5–5 nm (Fig. 1c). The entire

device is fabricated by means of Focused Ion Beam

milling and electron-beam induced deposition [27].

Ion beam milling was used to define the photonic

crystal whereas the silver tapered waveguide was

grown in the center of the cavity using electron-beam

induced deposition from a gas precursor containing

a platinum–carbon polymer (CH3)3Pt(CpCH3).

The photonic crystal cavity enables an efficient

coupling between the external laser source (used for

Raman excitation) and the tapered waveguide,

together with optimal sample illumination. In fact,
the focal plane from which the SPPs are launched is

2.5 mm away from the cone apex where the Raman

excitation is generated. This drastically lowers the

background intensity at the sample plane. Thus, the

spatial separation between SPP generation and Raman

excitation efficiently increases the signal-to-noise ratio

in the Raman spectrum, giving rise to a new optical

configuration, namely Surface Plasmon Polariton

Enhanced Spectroscopy (SPPERS). The focusing of

SPPs follows an adiabatic compression mechanism,

which causes a strong localization of the electrical

field in a region with a size comparable to the apex

radius of curvature [28]. This device can be fully

integrated with an inverted Raman microscope com-

bined with an AFM stage, as shown in Fig. 13b.

The SPP spatial confinement in the near field is

comparable to the radius of curvature of the tapered

waveguide apex, which lies between 2.5 and 5 nm. The

expected electric field enhancement E due to adiabatic

compression is defined as E¼ Etip/Ebase, where Etip and

Ebase are the maximum electrical fields at the apex and

bottom of the waveguide, respectively, and reaches

values of practical interest in the range of 100 when

the radius of curvature of the tip is below 5 nm. For

successful spectroscopy applications, this necessitates

state-of-the-art fabrication quality.

The architecture of the device and the mechanical

stiffness of the tapered waveguide allow using it both
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Nanostructures for Photonics, Fig. 14 (a) SEM image of the

device fabricated on a silicon nitride AFM cantilever. (c) Zoom

on the photonic crystal cavity and the tapered plasmonic wave-

guide with radius of curvature at the apex of 5 nm. (b) Sketch of

the experimental setup, showing the integration of the photonic–

plasmonic device into an AFM–Raman microscope (With per-

mission from Ref. [26])
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as an AFM tip and as a nanometer light source for near-

field Raman excitation. In other words, it is possible to

obtain topographic and chemical mapping to yield

structural and stress information with the same spatial

resolution as is imposed by the geometry of the tip, that

is, limited only by its radius of curvature.

Device performances have been assessed by mea-

suring a test sample for which the chemical composi-

tion had periodic spatial variations in the range of few

nanometers. The test sample consisted of patches and

gratings of silicon nanocrystals having different

pitches (from several micrometers to a submicrometer

scale) obtained by laser melting of a silica substrate

previously fabricated by plasma-enhanced chemical

vapor deposition.

The AFM–Raman setup was operated in tapping

mode and wet conditions (in distilled water) to mea-

sure simultaneously the topography and Raman inten-

sity map by scanning the sample and acquiring Raman

data across the lithographic structures, point by point.

A severe test on the described sample was

performed by scanning the sample in a patterned

region in which the crystalline and amorphous topog-

raphy forms a grating with submicrometer pitch. From

the AFM measurements, it could be seen that silicon,
upon laser-induced crystallization, has its height

reduced by 100 nm, which results in the formation of

a trench on the sample surface, as shown in the three-

dimensional AFMmap in Fig. 14a. The AFM scan step

size was 7 nm. The red line in Fig. 14a is a representa-

tive AFM line scan which provides simultaneously the

Raman intensity map shown in Fig. 2b (upper panel),

in which the Raman spectrum extends from 504 to

540 cm�1. The acquisition time of each Raman map

was 5 s. Fig. 14b (lower panel) shows the topography

and Raman intensity for the same line scan. The

Raman intensity is taken at the maximum of the silicon

phonon peak at 520 cm�1. The Raman intensity and

relative peak amplitudes change from point to point,

indicating an optical resolution of better than 7 nm.

In conclusion, the development of a device

based on the combination of photonic–plasmonic

nanostructures that is fully compatible with AFM and

Raman spectroscopy opens up a number of significant

opportunities in the nanoscale chemical mapping of

materials. The approach could be of particular benefit

in the nanoscale analysis of biological matter, such as

in the investigation of cell membrane protein spatial

distributions, in which chemical/physical bond

strengths and amino acid composition in vivo
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conditions could be revealed. Device architectures

based on the adiabatic generation of SPPs have con-

siderable potential for applications in which a reliable

nanometer-sized light source is of utmost importance.

Integration of Biophotonic and Superhydrophobic

Devices for the Detection of Low-concentrated

Biomolecules

Here, will be investigated how biophotonic

nanostructures can be integrated to superhydrophobic

surfaces (SHSs) to obtain devices with advanced sens-

ing capabilities, thus offering new possibilities in the

field of clinical medicine, especially toward the early

diagnosis.

Superhydrophobicity is a phenomenon whereby

a drop post upon a surface would preserve its original

spherical shape rather than spreading or wetting indef-

initely the plane of contact (Fig. 15). In the celebrated

model of Cassie [29], a surface would be

superhydrophobic on account of the pockets of air

that remain trapped between the liquid and the sub-

strate, and the smaller the fraction of solid in contact

with the drop the larger the apparent contact angle.

SHSs retain unique properties in terms of wettability

that can be reviewed as follows: (a) SHSs have supe-

rior adhesive properties, in the sense that they exhibit
vanishing friction coefficients; (b) a droplet, deposited

upon these surfaces, would accordingly preserve

a quasi-spherical shape while evaporates, and the con-

tact area at the interface would thus progressively

reduce; (c) SHSs can be artificially reproduced using

micro and nanofabrication techniques. Using the prop-

erties above, micro textured surfaces may be success-

fully exploited to concentrate tiny amounts of moieties

over micrometric areas, and consequently measure

these moieties with unprecedented accuracy [30, 31].

SHSs typically comprise a periodic hexagonal lat-

tice of cylindrical Si micro pillars with a certain diam-

eter and pitch (Fig. 16a). The micro pillars are realized

combining optical lithography, electroless growth, and

Bosch Reactive Ion Etching (RIE) techniques.

Nonconventional biophotonic nanostructures such as

arrays of silver nanograin aggregates, conveniently

positioned upon the pillars, would complete a hierar-

chical structure thus permitting the identification of

substances in the single-molecule regime. These

“two-stages” micro and nanostructures act as

superhydrophobic surfaces with an increased contact

angle ranging from 155� to about 175�.
A particular kind of nanogeometry based plasmonic

device is here reported as example, which is an elec-

troless grown random assembly of silver nanograins
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Nanostructures for
Photonics, Fig. 16 (a) SEM

micrograph of periodic

hexagonal lattice of

cylindrical Si micro pillars

used as SHS. (b) The spherical
shape of a drop positioned

upon the SHS is preserved. (c)

Arrays of Ag nanograin

aggregates positioned upon

the pillars. (d) SEM image of

the residual solute of R6G at

the end of process of

evaporation. The intensity of

fluorescence is shown in (e),

while Micro-Raman mapping

measurements are reported

in (f)
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[23]. Nevertheless, the method can be extended to

a number of different plasmonic nanostructures, as

those described in the sections above.

Imagine to deposit a drop of an extremely diluted

solution upon a textured, superhydrophobic substrate.

The drop would evaporate over time and thus the

solution would get more and more concentrated

(Fig. 15). At the end of the process, the residual solute

would be confined within an exceptionally small

region of the plane. With a suitable design, few mole-

cules may be conveniently enforced to confine into the

smallest area conceivable, at the limit upon a sole
pillar. Nanogeometry based biophotonic devices, con-

veniently tiling these surfaces, would probe/detect the

moieties with extremely small resolution limits. Here,

the beneficial effects of superhydrophobicity and

nanogeometry based spectroscopy are combined and

conveyed into a unique platform, and from the combi-

nation of the two novel properties arise permitting the

identification of proteins or analytes with unprece-

dented accuracy.

In order to clarify the concept, an experiment

performed using R6G molecules, is reported. Evapo-

ration processes of drops of D.I. water were followed
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over time. Few molecules were conveniently enforced

to confine into a small area. A solution was investi-

gated with initial concentration as small as 10�18 M.

Figure 16d shows a SEM image of the residual solute

of R6G at the end of process of evaporation. The

intensity of fluorescence as in Fig. 16e is correctly

proportional to the quantity of substance deposited

upon the pillars, and thus the intensity signal of fluo-

rescence follows the solute distribution upon the sub-

strate. Micro-Raman mapping measurements were

also performed (Fig. 16f). The mapping analysis was

performed by referring the band centered at

1,650 cm�1. The results demonstrate that the method

is effective in measuring extremely small diluted

solutions.
N
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19. Sámson, Z.L., MacDonald, K.F., De Angelis, F., Gholipour,

B., Knight, K., Huang, C.C., Di Fabrizio, E., Hewak, D.W.,

Zheludev, N.I.: Metamaterial electro-optic switch of nano-

scale thickness. Appl. Phys. Lett. 96, 143105 (2010)

20. Mary, A., Rodrigo, S.G., Garcia-Vidal, F.J., Martin-Moreno,

L.: Theory of negative-refractive-index response of double-

fishnet structures. Phys. Rev. Lett. 101, 103902 (2008)
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29. Lafuma, A., Quéré, D.: Superhydrophobic states. Nat.

Mater. 2, 457 (2003)

30. Accardo, A., Gentile, F., Mecarini, F., De Angelis, F.,

Burghammer, M., Di Fabrizio, E., Riekel, C.: In situ x-ray

scattering studies of protein solution droplets drying on

micro- and nanopatterned superhydrophobic PMMA sur-

faces. Langmuir 26, 15057 (2010)

31. De Angelis, F., Gentile, F., Mecarini, F., Das, G., Moretti,

M., Candeloro, P., Coluccio, M.L., Cojoc, G., Accardo, A.,

Liberale, C., Zaccaria, R.P., Perozziello, G., Tirinato, L.,

Toma, A., Cuda, G., Cingolani, R., Di Fabrizio, E.: Breaking

the diffusion limit with super hydrophobic delivery of

few molecules to plasmonic nanofocusing structures. Nat.

Photon. 5, 682 (2011)
Nanostructures for Surface
Functionalization and Surface Properties

Paola Rivolo

Dipartimento di Scienza dei Materiali e Ingegneria

Chimica – Politecnico di Torino, Torino, Italy
Synonyms

Chemical modification; Functionalization;

Organosilanes; Patterning; Physical modification;

Plasma grafting; Plasma polymerization; Self-

assembled monolayers; Surface properties; Thiols
Definition

Modification and functionalization of substrates can

lead to the presence at materials surfaces of molecular

nanostructures. Their 2D packing and chemical func-

tionalities may impart to surfaces particular properties

that can be very different from the pristine ones.

Modification is a very general term concerning

every kind of treatment leading to change the physical

morphology or surface chemistry of a given material in

order to obtain tailored properties with dependence on

the material application field.

Functionalization is mainly related to the introduc-

tion at a surface of chemical groups with a variable

surface density which are requested to subsequently

react with other species.

When a process or a group of processes are applied to

the surface of an inorganic or organicmaterial, affecting

both topography/morphology and surface chemistry at

the micro- and/or nanoscale level, the material surface

results physically and chemically patterned.

In the following the main modification, functiona-

lization, and patterning surface techniques will be

described according to process methods, substrate

chemistry, and nanotechnological application fields.
Surface Modification and Functionalization

In general, some materials which have excellent bulk

physical and chemical properties often do not possess

suitable surface properties required for specific

applications.

For this reason, surface-modification techniques,

that can transform these materials into valuable fin-

ished products, become an important part of surface

science and technology.

Processes, developed in the last decade, are able to

simply modify surface morphology of materials or

give rise to nanostructured coatings aimed to simply

affect the adhesion or anti-adhesion properties, mainly

hydrophilicity and hydrophobicity, or to promote spe-

cific bonding with other species. These features can be

a crucial advantage in several applications in the fields

of protective, anti-adhesion, adhesion coatings, fric-

tion and wear, composites, microelectronics and thin-

film technology, molding and lithography, technical

fabrics, biomaterials, sensing and in particular

biosensing.
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Generally, these surface-modification methods can

be divided into two classes: physical modifications and

chemical modifications [1].

In this entry will be reported the main topics regard-

ing surface chemical modifications, both the surface

derivatization or grafting method which depend on the

chemistry of the substrate surface and the functional

organic coating deposition which can be performed on

the surface of very different materials without the need

of a specific chemical binding with the surface

(no-dependence on chemistry).

Finally, some surface patterning procedures

devoted to get functional structures will be described

as following process of the previously reported

methods or based on other modification techniques

including physical processes.

Chemical Derivatization or Grafting

The key advantage of these techniques is that the

surface of the materials can be modified or tailored to

acquire very distinctive properties through the choice

of different grafting precursors, while maintaining the

substrate properties.

The crucial point is to single out the suitable mole-

cule to be grafted according to the chemistry of the

material substrate, that is, the kind of atoms/groups

with which the substrate is truncated with.

Before the grafting step, commonly a surface acti-

vation is needed in order to create reactive sites on the

substrate surface or enhance the amount of the ones

naturally already present.

Practically, one can generate reactive groups through

UV, high-energy electrons, g irradiation, plasma treat-

ment, ozone exposure [1] and chemical reactions

performed in liquid and vapor phase. The kind of acti-

vation treatment heavily depends on materials.

For sake of simplicity, the different types of

derivatizing treatments and the related materials acti-

vation procedures will be considered according to sub-

strate chemistry.

Generally, among the surface-modification tech-

niques, the formation of a Self-Assembled Monolayer

(SAM) has been intensively studied. SAM is a kind of

“bottom-up” technique which provides advantages

regarding the surface modification. It leads to

a structure which is at, or close to, thermodynamic

equilibrium, and thus tends to self-healing/defect

rejection and leads to a closely packed, well-ordered,

and stable configuration on the surface [1]. SAMs offer
unique opportunities to increase fundamental under-

standing of self-organization, structure-property rela-

tionships, and interfacial phenomena. The ability to

tailor both head and tail groups of the constituent

molecules makes SAMs excellent systems for a more

fundamental understanding of phenomena (e.g., order-

ing and growth, wetting, adhesion, lubrication, corro-

sion, etc.) affected by competing intermolecular,

molecule-substrate and molecule-solvent interactions.

SAMs provide the needed design flexibility, both at

the individual molecular and at the material levels, and

offer a vehicle for investigation of specific interactions

at interfaces and of the effect of increasing molecular

complexity on the structure and stability of two-

dimensional assemblies.

The key factors characterizing the SAM precursor

molecules consist in (a) the “head,” (b) the “tail,” and

(c) the body chain length of the molecule (Fig. 1). The

“head” is one of the terminal group of these normally

linear species and has the role to anchor the surface by

a favored and fast reaction producing the formation of

a usually stable (covalent) bond linking the surface.

The choice of this termination is driven by the chem-

istry of the material substrate.

The “tail” of the molecule, that is, the termination

opposite to the “head,” is deputed to perform the
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desired effect at the SAM surface. So as a rule of

thumb, it can be a methyl termination (�CH3),

a perfluoroalkyl termination that generate at the most

a hydrophobic or super-hydrophobic and repulsive

behavior or a functional group such as –SH, –OH,

–NH2, –COOH able to carry out a subsequent reaction

with other molecule (for example, biomolecules,

polymers, suitable linker molecules) or simply express

hydrophilic and adhesion properties.

The molecule length (the hydrocarbons chains can

range, for instance, from C3 to C24) will strongly

depend on the application for which SAM structures

are needed.

Some reviews on the self-assembled monolayers

have covered the SAM formation and structure their

characterization by electrochemical and scanning

tunneling microscopy [1], by PM-IRRAS vibrational

spectroscopy techniques and XPS analysis [2], their

application to biosensors [1], anti-stiction in MEMS

devices and in nano-imprinting lithography techniques

[3], and their advantages in providing controlled sur-

face properties and unique reactions [1].

In particular, such monolayers have been generated

mostly on metal surfaces, such as Au, Ag, and Cu,

using the thiol chemistry [1]. Nuzzo and Allara,

reported in 1983, [4] the procedure of bifunctional

organic sulfides species self-assembly on the surface

of Au (111) freshly evaporated substrates in the liquid

phase by simply putting in contact the samples with

a diluted (milliMolar range) solution of the reagent, for

some hours. Successively many authors observed with

other n-alkyl thiolates that in the first few seconds the

species are able to bind the gold surface and in more

than 1 h, they self-assemble into a compact,

well-ordered flat intercrossed molecular monolayer.

The –SH head is able to establish a strong Au–S bond

and the chain-to-chain interaction performed by the

adjacent grafted molecules is dominated by weak dis-

persion forces if nonfunctional interacting groups are

present in the middle of the aliphatic chain. In this case,

H-bond or other stronger van der Waals forces can be

exerted. The interchain forces are able to produce, as

calculated by Godin [5] an equilibrium separation

between two alkyl chains of 0.44 nm. The alkanethiol

SAM is formed as a densely packed structure showing

(√3 � √3)R30� overlayer on gold surface where the

molecule is tilted about 30� from the surface normal

with the sulfur atom chemically bonded to gold atoms.

This implies that a compressive surface stress has to be
generated during the self-assembly, and this stress will

increase with increasing alkyl chain length.

Patel et al. [6] studied the effect of chain length on

the reactivity of SAMs toward protein immobilization

generating SAMs from short- and long-chain carboxylic

acid terminating alkyl-thiols, 11-MercaptoUndecanoic

Acid (11-MUA), 3-MercaptoPropanoic Acid (3-MPA)

and from the mixture, 1:10, of the both. The accessibil-

ity of the carboxylic groups by the amino group of

a lysine termination exposed by the protein, catalase,
to be anchored, decreases in the orderMixed> 11-MUA

> 3-MPA. The experiment was performed by previously

activating the carboxylic groups by a water soluble

1-ethyl-3-[3-(dimethylamino) propyl]carbodiimide

hydrochloride (EDC) and N-hydroxysuccinimide

(NHS). Successful formation of the NHS ester interme-

diate is reliant on the accessibility of the terminal car-

boxylate groups. It was assessed that a steric packing of

these acid groups can limit the rate of intermediate

formation with full conversion of accessible acid groups

only occurring after several repeated reaction cycles.

The co-adsorption of different alkyl-thiols provides the

system a degree of disorder which is strategic for an

efficient protein immobilization.

SAMs of conjugate alkyl-dithiols are one of the

more interesting solutions focused by research in

molecular electronics which is open to the possibility

of substituting inorganic materials with organic mole-

cules in the core regions of devices. Jiang [7] reported

STM characterization of the electronic transport prop-

erties of SAM of containing double bonds

(insaturation) in the body chain such as the aromatic

dithiols (Fig. 2).

Co-assembly of conjugated dithiols and alkanemo-

nothiols is suggested as a route to obtain dithiols that

are denser packed and more vertical (with respect to

what is obtained from pure dithiol routes). This surface
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Fig. 3 (a) STM image (95 �
95 nm) of octanethiol SAMs

on Au(111); (b) STM image

(70 � 70 nm) of decanedithiol

SAMs on Au(111); (c) STM

image (75 � 75 nm) of the

mixture SAMs on Au(111)
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that form monolayers on metals and semiconductors [10]
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condition is suitable to the evaporation on the top

formed SAM of an Au layer and to the formation of

other Au–S bonds with the free thiol end of the dithiol

molecules.

Kobayashi [8] reported the study by Ultra High

Vacuum Scanning Tunneling Microscopy (UHV-

STM) of alkyl-thiol and alkyl dithiol SAMs on Au

surfaces, characterizing the morphology of resulting

nanostructures and the strength of molecules interac-

tion with the surface. Figure 3 shows the different

appearance of the surface according to the nature

mono- or dithiolic of the molecule used to form the

SAMs both by a liquid process in ethanolic solution

(24 h) and by a vapor functionalization process (from

a 10 mM ethanolic solution, for 2 h in a closed vessel).

In (a) the 1,8-octanethiol SAM results in nanometric

islands where molecules assume a surface-normal

arrangements. In (b) the nanometric stripe structures

are evident due to the molecules of dithiols (1,6-

hexanedithiol, 1,10-decanedithiol) lying with their

axes parallel to the surface (the bright spots are

assigned as sulfur atoms). The different arrangement

between (a) and (b) is probably ascribed to the stronger

interaction between both thiol groups at the molecular

ends with the gold atoms with respect to the case of

alkanethiol SAMs. The parallel arrangement is more

preferred than the normal arrangement in the case of

alkanedithiol SAMs. In (c) the SAM is obtained by

a mixture of the vapor of the ethanol solution which

contained octanethiol and octanedithiol molecules at

1 mM each. The UHV-STM image shows stripe phase

regions corresponding to the areas where alkanedithiol

SAMs are formed. On the other hand, the island

regions may be attributed to alkanethiol SAMs.

Ag (Silver) and other materials such as GaAs (Gal-

lium Arsenide) can be functionalized by alkyl-thiols.

Dubowski et al. [9] recently studied the formation

mechanism of T-Alkanethiols (where T¼NH2,
COOH, CH3) SAMs on III-V semiconductors surfaces,

in particular GaAs (001). They proposed the formation

at the interface of a S–As or S–Ga bond according to

which of the two elements is the richer in the exposed

surface. They demonstrated the dependence of

PhotoLuminescence signal on the terminal T group

and the possibility to use these functionalized semi-

conducting materials in biosensing by PL technique.

In 1996 Ulman [10] reported other organosulfur

molecules (Fig. 4) in addition to alkane thiols able to

strongly graft and self-assemble on semiconductors

surface, such as GaAs and InP, and other metals such

as copper, platinum, mercury, iron, nanosize g-Fe2O3

particles.
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In Fig. 5a are displayed the diphosphates molecules

used for Zirconium (Zr4+) ions exploiting their ability

to form highly insoluble salts with tetravalent transi-

tion metal ions. At last, fatty acids, which are long-

chain n-alkanoic acids (CnH2n+1COOH), are known,

by an acid-base reaction, to form a surface ordered salt

between the carboxylate anion and a surface metal

cation, for example, with AgO and Al2O3 (Fig. 5b).

For inorganic oxides, the typical molecules used to

form SAMs monolayers are organosilanes. They are

characterized by a variability of possible structures and

by the easiness of reaction performed both in the liquid

and in the vapor phase.

In particular, Silicon/Silica (Si/SiO2), glass and

quartz surfaces, Aluminum/Alumina (Al/Al2O3),

phyllosilicates such as mica, magnetic materials such

as maghemite (g-Fe2O3) nanoparticles, germanium

oxide [1], and Zinc oxide (ZnO) [11] exposing
naturally hydroxyl-terminated (�OH) surfaces or

zinc selenide [1] and Gallium Nitride (GaN) Alumi-

num Nitride (AlN) and Silicon Nitride (SiN) [12–14],

where the –OH species can be easily created by

a pretreatment, react with alkylchlorosilanes and

alkylalkoxysilanes. Stable siloxy linkages [2, 3]

are formed between hydroxylated Silica and

3-aminopropyltriethoxysilane (3-APTES). The reac-

tion proceeds through the hydrolysis of silane alkoxy

terminations and the condensation with surface

hydroxyls and elimination of an alcohol molecule. Fur-

ther condensation between adjacent molecules already

grafted to the surfaces take part stabilizing the SAM

through the formation of siloxane bridges (Si–O–Si).

Glass and Si/SiO2 are the most common inorganic

materials used in many technological applications as

optical and electrical materials and as MEMS

(MicroElectroMechanical Systems). One major factor
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that limits the widespread use and reliability of MEMS

is adhesion. Adhesion is a result of the dominance of

surface forces, such as capillary, hydrogen bonding,

electrostatic, and van der Waals forces, over body

forces at the microscale. When internal restoring

forces of microstructures cannot overcome surface

adhesive forces, the devices are said to suffer from

stiction. Many procedures based on organosilanes

SAMs formation are reported to impart to

MEMS anti-stiction properties. Comparing the

SAM formation from dimethyldichlorosilane

((CH3)2SiCl2, DDMS) and tridecafluoro-1,1,2,2-tetra-

hydrooctyltrichlorosilane (CF3(CF2)5(CH2)2SiCl3,

FOTS) [3], by a liquid (thermal annealing about 65�C
in anhydrous toluene solution) and a vapor procedure

(dosage of organosilane vapor pressure on an Oxygen

plasma pre-activated surface in a low pressure CVD

style reactor), it results that the vapor phase method

avoid vertical polymerization of precursor molecule

producing a flatter SAM with the same efficiency in

anti-stiction properties.

3-APTES has been shown to be an efficient SAM

precursor [2, 15] for biosensing of protein tumoral

markers based on micro-cantilever devices.

Both the functionalization routes described above

are efficient in reducing the mass effect of the func-

tional coating which is detrimental for the device sen-

sitivity and in providing a maximum coverage in the

order of 1014 –NH2 groups/cm
2 [2].

In the field of magneto-chemotherapeutics, where

spatial control of conjugated active biomolecules

under magnetic field and Magnetic Resonance Imag-

ing (MRI) contrast can be achieved simultaneously are

becoming always more relevant functionalized mag-

netic nanoparticles (NP) able to conjugate specific bio-

molecules, for instance, Matrix MetalloProteinase

(MMP), zinc-containing endopeptidases, which are

responsible for the regulated degradation and

processing of extracellular matrices (ECM), with

physiological functions such as wound healing, tissue

remodeling, tumor growth, and metastasis [16].

The silanization of the NP was conducted under anoxic

(N2 purging) suspension consisting of glycerol, aqueous

methanol, and acetic acid. Mercaptopropyltri-

methoxysilane (MPTMS) was added slowly to the sus-

pension to ensure homogeneous hydrolysis of the silane

agent, followed by reflux heating for 16 h. It is demon-

strated that by this procedure it is possible not only to get

at the NP surface a –SH terminated SAM able to react
with MMP by the cross-linker Sulfosuccinimidyl-4-(N-
maleimidomethyl)cyclohexane-1-carboxylate (Sulfo-

SMCC), but also to reduce the iron oxide phase

from g-Fe2O3 to the higher magnetic moment phase of

Fe3O4.

Other methods to functionalized Iron Oxide NP are

reported by Wu et al. in [17]. For instance, alkyl

phosphonates and phosphates are used which bind

efficiently to iron oxide particle surfaces, and favor,

due to their good biocompatibility, the utilization of

encapsulated magnetic NPs in nanomedicines.

The no-oxide surfaces, such as nitrides, can be

easily hydroxylated in order to exploit organosilanes

chemistry in order to achieve surface functiona-

lization. The well-assessed procedure consists in the

substrate immersion in H2SO4:H2O2 (3:1) solution,

also called Piranha solution, for 20 min, rinsed with

deionized water and dried under Nitrogen flux prior to

silanization. The highly oxidizing reagents produce,

for GaN (deposited by MetalOrganic Chemical Vapor

Deposition – MOCVD), an oxide layer exposing

hydroxyl species. For AlN (also obtained by

MOCVD) which is already covered by a native oxide

layer, the only effect is surface hydroxylation [12].

The Piranha solution is used also on crystalline

Silicon and on SiO2 thermally grown from crystalline

Silicon. On SiN (deposited by Plasma Enhanced

Chemical Vapor Deposition, PECVD), a solution

with 10% nitric acid (HNO3) at 80
�C for 20 min [13]

or a mixture of CH3COOH and H2O2 for 3 h [14] is

used to activate the silanols (Si–OH); for the both

water is used for rinsing and N2 for drying.

Also polymers can be activated in order to react

with organosilane “head” (trialkoxy- or trichloro-

terminations) as suggested by K€uhn et al. in [18]. The

double procedure consists in an Oxygen plasma step in

order to produce mixed oxygen containing species OH,

C¼O, C–O–C, CHO, COOH, C–O–OH, CO3, C¼C,
etc., on a polyolefin polymer such as PolyEthylene

(PE) or PolyPropylene (PP) and then a reduction step

in diborane (gaseous procedure) or LiAlH4 solution in

order to obtain a monotype homofunctional surface

exposing hydroxyls.

Since long time, Silicon surface reconstruction has

been studied in order to understand the most suitable

Silicon face (100) and (111) to get an organic

functionalization avoiding detrimental side oxidation

effects. Bent [19] reported some example of Silicon

hydrosilylation by alkenes or alkines, molecules
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Initial loss of silicon hydride

generates a silicon dangling

bond. Reaction between the

silicon and an alkene molecule

leads to an attached alkyl

radical, which may abstract

a hydrogen atom from

a neighboring silicon
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bearing C¼C terminal groups that react with the Si–H

of the Si surface under different activation methods.

A radical initiator, a species used to create free

radicals in reactions, starts the reaction by abstracting

H from a surface Si–H bond, producing a silicon dan-

gling bond (which is also referred to as a silicon radi-

cal). The mechanism is illustrated in Fig. 6 on a (111)

silicon surface.

The dangling bond is represented as an orbital with

a dot, where the dot represents a single, unpaired

electron. The silicon dangling bond then reacts with

the alkene molecule, forming a new Si–C bond at the

surface and leading to the attachment of the organic

molecule, which itself is left with a carbon radical.

This surface bound organic radical is thought to

abstract a hydrogen atom either from an unreacted

alkene molecule or from a neighboring Si–H group

on the surface. The net reaction sequence produces

a stable, closed-shell organic group bound directly to

the Si (111) surface. Hydrosilylation can be achieved

also under UV irradiation in the range 200–400 nm,

thermal activation at T > 150�C (but a low quality of

resulting organic monolayers has been noticed), intro-

ducing in the reactant mixture acidic molecules (called

Lewis acids) to catalyze the reaction.

The main applications of organic layers on Silicon

are related to protection of the underlying substrate

from attack by etchants, attribution of chiral properties

to the surface, addition of new optical properties to
silicon and recently the substitution of organosilanes in

sensing technology when the presence of oxide has to

be avoided, also if the organic monolayers lacks in

terms of order and cohesion, typical of SAMs.

Silicon/Silica and Diamond surface can be also

directly derivatized through polymers grafting. On

their own, polymers expose functionalities which are

able to give further reactions.

Surface graft polymerization is a chemical modifi-

cation method. In surface graft polymerization, the

modification is achieved by grafting suitable macro-

molecular chains on the surface of materials through

covalent bonding. The key advantage of these tech-

niques is that the surface of the materials can be mod-

ified or tailored to acquire very distinctive properties

through the choice of different grafting monomers,

while maintaining the substrate properties. It also

ensures an easy and controllable introduction of graft

chains with a high density and exact localization onto

the surface. Compared with the physically coated poly-

mer chains, the covalent attachment of the grafted

chains onto a material surface avoids their desorption

and maintains a long-term chemical stability of the

introduced chains.

Chiari et al. [20] used a ter-polymer of N,N-

dimethylacrylamide, N-acryloyloxysuccinimide, and

3-(trimethoxysilyl)propyl methacrylate. The copoly-

mer (DMA-NAS-MAPS) graft the SiO2 surface of

oxidized silicon or glass by a simple and robust proce-

dure consisting in the dip coating in an aqueous solu-

tion, of substrates of different shapes in a short time

span (less than 1 h) and in mild conditions without

harmful treatments with harsh washing solutions. The

film formed on the surface is thin, on the order of a few

nanometers. For fluorescent microarray chips, this is

a suitable coating as it does not affect the fluorescence

intensification provided by the silicon/silicon oxide

substrate. The trimethoxysilyl terminations react with

surface silanols, as well as an organosilane, the

acryloyloxysuccinimidyl ends give rise to covalent

bonds with amino groups of biomolecules and the

DMA units form the structural backbone of the

polymer.

Recently, Oxidized Ultrananocrystalline diamond

(UNCD) has been successfully coated with poly

(styrene) (PS) using the self-initiated photografting

and photopolymerization (SIPGP) approach with sty-

rene as the monomer, within 16 h, under constant

irradiation with UV light (lmax ¼ 350 nm) [21]. The
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obtained coating stable grafted to surface is then easily

derivatized by sulphonation, nitration, and amido-

alkylation carried out according to well-known liquid

chemistry routes and so allowing the incorporation of

additional functional molecules, such as fluorescent

labels. This will open the way for designing more

advanced biosensing schemes, incorporating

multifunctional elements and with a higher loading

capacity for biomolecules.

Ruckenstein et al. reported the graft polymerization

reaction on already SAMs coated surfaces of glass and

silicon wafers in order to introduce additional reactive

sites. The method involves the aniline substitution at

Br-terminated SAM through the aniline amino termi-

nation and further the surface oxidative graft polymer-

ization of aniline on the modified glass surface via the

covalently immobilized aniline sites. A PolyAniline

(PANI) coating is so obtained, performing the reaction

in the polymerization solution containing aniline, and

due to its well-known conductivity (conductive poly-

mer) this can be a suitable substrate to be used as

biosensor and biomaterial.

Another route to further derivatize an organosilane

surface for biosensing purposes consists in the

grafting, from a 8.5 pH solution, of homofunctional

linkers such as Glutaraldehyde (OHC–CH2–CH2–

CH2–CHO) which is able through an aldehyde end to

react with NH2 exposed at amino-SAM modified sur-

face and, then, through the second aldehyde termina-

tion to immobilize biomolecules exposing amino

terminations.

This method has been successfully applied by

Ricciardi et al. [15] for functionalization of cantilever

based biosensors aimed to the detection of tumoral

markers (Angiopoietin).

Surface Modification: No-Dependence on

Materials Chemistry

Among the surface-modification techniques, deposi-

tion of coating obtained by plasma polymerization pre-

sents, respect to surface derivatization discussed in the

previous paragraph, the advantage to allow the tailor-

ing of properties of any kind of surface without involv-

ing the substrate surface chemistry in the

functionalization mechanism.

Macromolecular plasma chemistry [22] has devel-

oped in the last two decades in the following direc-

tions: plasma-enhanced synthesis (deposition and/or

grafting) of thin layer macromolecular structures;
surface functionalization of polymeric materials; and

etching of inorganic or polymeric substrate surfaces.

Plasma-enhanced synthesis involves the dissociation

of starting materials and reorganization of the resulting

neutral and charged molecular fragments into macro-

molecular structures on the surfaces located inside or

outside of the plasma zone. Outside the plasma zone,

recombination mechanisms usually result in the incor-

poration of molecular fragments with lower degrees of

dissociation into the nascent macromolecular struc-

tures. When the starting materials are common mono-

mers the recombination processes are more complex

due to the development of simultaneous conventional

polymerization reactions along with the fragment-

recombination mechanisms initiated by the plasma-

created and surface-attached active species (e.g.,

ions, free radicals). In these cases, complex structures

result and structural identification is difficult.

However, an advantage of conventional monomer-

based processes is that specific functionalities can be

retained in the polymer structures and consequently

some characteristics can be more easily predicted and

designed into the final product.

Macromolecular thin layers can also be synthesized

by the plasma generation of active sites (e.g., ions, free

radicals) or reactive functionalities (primary amine

groups, etc.) on substrate surfaces, followed by the

development of graft-polymerization reactions in the

absence of the plasma in the presence of “true mono-

mers.” Remote (the recombination processes are

developed outside the plasma zone) and pulsed

(plasma sustained according to preselected duty

cycles) plasma processes, allow recombination mech-

anisms in the absence of the plasma state in time or in

space, and are characterized by significantly mini-

mized dissociation processes. These approaches do

not change dramatically the nature of molecular frag-

mentation processes (the nature and relative ratios of

charged and neutral active species); however, they

limit significantly the intensities of plasma-induced

fragmentation mechanisms, and allow the develop-

ment of recombination processes in the partial or

total absence of plasma state. As a result, molecular

precursors can be physically or through covalent bond-

ing incorporated through surface-located charged and

neutral (e.g., free radicals) active species, into the

nascent macromolecular layers.

Owing to the high reactivity of plasma species,

surface functionalization reactions of even the most
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inert polymeric substrates can be conveniently

achieved. These mechanisms usually involve non-

polymerizing gas plasmas, which generate active

molecular fragments that covalently attach during the

plasma reactions to the activated substrate surfaces.

Recently, it has been demonstrated that even neutral

molecules can be connected to active sites with cova-

lent bonds on plasma-exposed substrates under in situ

conditions [22]. At high particle energies, etching pro-

cesses dominate both the deposition and functiona-

lization mechanisms.

Depending on the nature of the plasma gases, inert

(sputtering) or reactive etching mechanisms can be

developed. It should, however, be noted that these

mechanisms can have practical importance; they

allow the creation of specific surface morphologies

by selective ablation, for instance, of amorphous and

crystalline surface regions.

The nature of plasmas, the modalities of transfer-

ring electric or electromagnetic field intensities to the

reaction systems, the geometry of reactor (shape and

volumes of the reaction vessel, geometrical location of

electrodes and substrates, etc.) and the selected exper-

imental conditions (pressure, power, flow rates of

gases, temperature of the substrates, etc.) crucially

influence the gas-phase and surface-related plasma

chemistry. Consequently, comparing experimental

results from a large variety of plasma systems, even

for identical starting components, is extremely

difficult.

Cold-plasma-mediated processes involve both gas-

phase and surface reaction mechanisms. The gas-phase

reactionmechanisms involve the interaction of ab initio

existing and nascent neutral and charged plasma-

created species, including atoms, molecules, free radi-

cals, ions of either polarity, excited species, electrons,

and photons. Besides the recombination mechanisms

developed on the surfaceswhich confine the plasma, the

active species of the discharge interact and continu-

ously tailor the artificially exposed (reactor walls, var-

ious substrates, etc.) and self-generated (e.g., plasma-

synthesized macromolecular structures) surface layers.

The competition between the recombination-deposition

(deposition, grafting, functionalization) processes and

“destructive interaction” of plasma species (etching)

with the nascent macromolecular structures will control

the intensities and the predominance of ablation,

surface functionalization and macromolecular-film-

formation reactions.
The mechanisms of surface functionalization of

polymeric substrates are different from the gas-phase

processes. While electrons play the most important

role in the plasma state, positive ions also play

a significant role in the surface chemistry during the

interactions of plasma species with polymers. The

resulting valence-ionized polymer chains undergo neu-

tralization reactions leading to sufficiently intense

localized internal energy concentrations (electroni-

cally excited states), which can induce homolytic

bond cleavages. Free-radical and unsaturated-bond

development can result in cross-linking of polymeric

layers. Free radicals can further induce chemical reac-

tions involving plasma species in situ and affect reac-

tions controlled by specific chemical environments

(gas-phase or condensed-phase compounds, including,

oxygen, monomer molecules, etc.) in the absence of

plasma.

Qualitative and quantitative evaluation of charged

and neutral species of the gas phase and identification

of charged and neutral surface functionalities on sub-

strate surfaces is essential for understanding the

plasma-induced reaction mechanisms and physical

processes. Adaptation of in situ diagnostic techniques

(including real time measurements) for relatively high

and low pressure (100–1,000 mTorr) plasma environ-

ments is a research area where many questions still

remain unanswered. Continued research will promote

the development of novel and/or improved processes

for tailoring materials surface characteristics and the

development of advanced laboratory plasma installa-

tions, required for scaling up plasma processes to

industrial levels.

Recently, surface treatments and modification

based on vapor phase plasma-assisted techniques

have been widely applied to several biomedical fields.

These processes are able to provide specific monotype

chemical functionalities, exposed at materials sur-

faces. Respect to traditional liquid phase procedures,

advantages such as the high process control and the use

of small quantities of reagents, are crucial for the

enhancement of efficiency of the interactions that

materials must perform according to the application.

In particular, procedures for in situ plasma polymer-

ization, starting from vapor released by liquid mono-

mers, are presently used to synthesize innovative

polymeric thin films applicable as substrates for cell

culture [23], as adhesion promoter in prosthetic implants

and for molecular recognition in sensors and biosensors.
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The low pressure plasma polymerization, starting

from the same reagent and only varying the process

parameters (modulation of the plasma discharge,

monomer or mixture of monomers/process gas, reac-

tant vapor partial pressure, etc. ) leads to the deposi-

tion of polymeric materials with different features in

terms of density of functional groups, wettability

(hydrophilicity/hydrophobicity), and chemical stabil-

ity [24].

The most studied polymers in biomedical and sens-

ing fields, display as functional groups mainly car-

boxyls (�COOH) and amines (�NH2), hydroxyls

(�OH), and aldehydes (�CHO). Fewer reports exist

on hydroxy and aldehyde surfaces prepared by plasma

methods. Hydroxy surfaces can be prepared by water

plasma treatment or the plasma polymerization of

alkyl alcohol vapors. Water plasma treatment on

many polymer substrates suffers from aging, with sur-

face adaptation leading to the movement of surface-

modification effects into the polymer. Both hydroxy

and aldehyde surfaces have been used for the covalent

immobilization of biologically active molecules.

Aging effects are less well documented than for

amine surfaces.

Aminated surfaces have been fabricated using var-

ious plasma vapors or mixtures (allylamines,

ethylenediamine, diaminopropane, n-heptylamine

[24]) and have found wide use for biointerface appli-

cations. However, in many cases the amine surfaces

have a rather limited shelf life, with post-plasma oxi-

dation reactions and surface adaptation leading to the

disappearance of amine groups from the surface.

Aging is a widespread phenomenon that often has not

been recognized, particularly in some of the earlier

studies on the use of plasma-fabricated surfaces for

biointerfacial applications, and can markedly alter the

surface chemistry [23].

Plasma-fabricated surfaces that contain carboxyl

groups have also been well documented and are

obtained, for example, by acrylic acid [23] and

vinyl acetic acid or applying CO2 plasma on olefin

polymers [24].

In order to better tune the distribution and density

of functional groups, are also widely known processes

of plasma copolymerization, where the monomer

containing functional groups of interest is mixed

with a precursor which does not contain specific func-

tionalities (e.g., styrene or octadiene [25]) and which

has the function to dilute the reactive groups at the
surface. For example, carboxylate copolymer sur-

faces have shown excellent ability to support the

colonization of some human cell lines of clinical

interest. Immobilization of proteins onto plasma-

carboxylated surfaces is also well established. Gen-

erally, these surface chemistries show good ability to

support cell colonization, though the effectiveness

seems to depend on the process vapor and the plasma

conditions.

An example in which process parameters affect the

final properties of the plasma-polymer film is reported

by Detomaso et al. [23]. Starting from Acrylic Acid

vapor, processes obtained by Continuous Wave (CW)

plasma discharge and by Modulated Wave (MW), that

is pulsed, plasma discharge are compared respect to the

efficiency of the final polymer coating toward cells

growth. The –COOH terminated polymer obtained by

MW, with a Duty Cycle (D.C.¼ (Ton / Ton + Toff ) of 5,

where Ton ¼ 5 ms and Toff ¼ 95 ms, is less useful to

murine fibroblast growth than the CW plasma film,

because more soluble in water due to the higher density

of –COOH groups and the higher retention of the

monomer (acrylic acid) structure (low cross-linking

and backbone chain propagation).

Materials Surface Modification: Morphology

Effects

Fabrication of micro- and nano-patterned surfaces is

a fundamental step for the development of engineered

materials.

For biometerials, it is well known that a series of

interactions occur between their surface and the bio-

logical environment after they have been implanted

into the human body. Therefore, the biomaterials sur-

face plays an extremely important role in the response

of artificial medical devices to the biological

environment.

The efficacy of artificial implants is determined

mainly by their surface characteristics such as surface

morphology, microstructure, composition, and proper-

ties. Liu et al. [26] reported many surface-modification

methods mainly based on inorganic nano-coatings

deposition and functionalization at the nanoscale of

obtained structures. Typical coating and film deposi-

tion techniques are plasma spraying, plasma immer-

sion ion implantation and deposition (PIII&D), solgel,

chemical vapor deposition (CVD), physical vapor

deposition (PVD), cold spraying, self-assembly, and

so on, whereas in situ surface-modification techniques
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include laser etching, shot blasting, acid and alkali

treatments, anodic oxidation, micro-arc oxidation, ion

implantation, etc.

In bioceramics field, for example, a critical grain

size for osteoblast adhesion between 49 and 67 nm for

alumina and 32 and 56 nm for titania, provides evi-

dence about the ability of nanophase alumina and

titania to simulate the desirable materials character-

istics of bones in a physiological environment, par-

ticularly those associated with the enhancement of

protein interactions such as adsorption, configuration,

and bioactivity as well as subsequent osteoblast

adhesion.

Metal surfaces with low micrometer to nanophase

topography enhance adhesion of osteoblasts.

A surface with various nanostructures can be obtained

by chemically treating titanium and its alloys. Chem-

ical treatments are suitable for the creation of

micrometer-scale and nanometer-scale textures on

large-area surfaces and multifaceted devices with

complex 3D shape due to the non-line-of-sight nature.

Titania nanorods can be produced at low temperature

on a large scale via direct oxidation of titanium with

hydrogen peroxide. The ordered nanorod layer with

a thickness of approximately 1 mm is deposited on

a 2 mm thick condensed anatase layer as illustrated by

Fig. 7.

Concerning chemical patterning, microstructured

surfaces containing opposite bio-properties such as

cell and/or protein adhesive features in a non-bio-

adhesive matrix provide valuable tools in the field of

biotechnology and numerous methods have been suc-

cessfully developed for the production of such sur-

faces. Besides, the development of chemical

nanopatterning technology is great of interest due to

its ability to provide powerful tools for studying fun-

damental aspects of cell adhesion at the level of single

protein/receptor molecules or for the implementation
of new generations of miniaturized biochips

requiring smaller reagent quantities with lower detec-

tion limits [27].

In general [28], the chemical patterning techniques

commonly used in bioengineering can be divided into
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four categories: (a) lithographic patterning (photo-

assisted and electron-beam assisted), (b) scanning

probe microscopies (SPM); (c) transfer via polymeric

stamps (soft lithography), and (d) physical patterning.

The challenge with plasma polymerization lies in

developing patterning techniques by which, reproduc-

ible spatial resolution and distribution of chemistries is

achieved and the specific functional properties of the

thin films are retained.

The simplest patterning approach reported by liter-

ature is the one based on the use of physical mask

(solid materials deposited on defined areas of the sub-

strate), e.g., polymeric masks and TEM grids.

Sometimes, the substrates are previously coated

with another plasma polymer obtained starting from

a precursor which does not contain specific function-

alities (e.g., styrene or octadiene [25]) with the role of

non-bio-adhesive matrix.

Ruckenstein et al. [1] reported a method for graft

polymerization patterning of polyaniline on Si surface

previously coated by SAMmonolayers from phenyltri-

chlorosilanes and further subjected to a laser photolith-

ographic process. The subsequent treatment with

trifluoromethanesulfonic acid (triflic acid; HOTf)

results in the generation of reactive silyl cation sites
on the backbones, which can react with suitable mono-

mers to form functionalized polysilanes.

The aniline monomer undergoes to nucleophilic

substitution reaction followed by the surface oxidative

graft polymerization of aniline on the covalently

immobilized aniline sites. The grafted PANI thus

formed provided a negative of the lithographic mask.

Figure 8a presents the scanning electron microscopy

(SEM) image of the patterned PANI after the graft

polymerization. The white strips represent the grafted

PANI areas, whereas the black strips, the nongrafted

ones. A relatively clear boundary between the pat-

terned and nonpatterned areas could be observed in

the SEM image. A closer look at the boundaries

between the two can be achieved under a higher mag-

nification by AFM (Fig. 8b), which demonstrated that

this method provides a high line edge acuity of the

patterned PANI.

Mishra et al. [28] studied, by using a TEM grid

placed onto an already plasma polymer coated silicon

wafer, a wide range of standard size patterns in order to

vary the resultant pattern features from approximately

5 to 200 mm. After the plasma polymerization process

starting from, for example, glycidyl methacrylate

(ppGMA), maleic anhydride (ppMA), acrylic acid
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Fig. 10 SEM images of MG

63 osteoblasts on hydrophobic

structured samples showing in

detail how filopodia could

interact with nanostructures on

the surface
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(ppAAc), allylamine (ppAAm), tetraglyme (ppTG),

and grid remotion, AFM characterization highlighted

the presence, at the physical boundaries, of a diffused

interface rather than a sharp step (Fig. 9) and Time-of-

Flight Secondary Ion Mass Spectrometry (ToF-SIMS)

analysis showed that there was diffusion of the plasma

deposit below the physical mask during the second

polymer layer deposition.

On the other side, ion beam etching and plasma

etching through masks as well as electron beam lithog-

raphy (EBL) [27], have been shown to be able to

produce chemically resolved microscale and in some

cases nanoscale plasma polymer patterns.

Bretagnol et al. [27] showed that chemically active

features of polyacrylic acid (pAA),with lateral size

down to 300 nm, exposing –COOH groups, obtained

by EBL and the use of a photoresist mask, were able to

graft a model protein (bovine serum albumin), even if

a wet chemical step in acetone was performed.

Photolithographic patterning for plasma polymers

is a particularly attractive approach for the fabrication

of complex chemical arrays and the opportunity

presented by plasma polymerization to produce thin

films from a very wide range of different monomers

with several properties such as surface charge, hydro-

philicity, biospecificity, and adhesion properties alter-

nated to the opposite such as hydrophobicity and,

generally, non-fouling characteristics. Recently, it

has been demonstrated that specific properties includ-

ing protein resistance are maintained after performing

the photolithographic patterning technique, with both

spatial and chemical resolution down to 1 mm. [27].

Finally, an exotic method for surface

nanopatterning, based on plasma polymerization has

been reported by Gristina et al. [29]. Teflon ribbon-like

nanostructures (Fig. 10) have been obtained by C2F4
MW (low D.C.) plasma polymerization and it has been

demonstrated that these structures promote fibroblast

cell adhesion through proteins interaction of cell

filopodia with the nanostructures surface notwithstand-

ing the well-known teflon super-hydrophobicity.
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Synonyms

BioMEMS/NEMS; MEMS; Micro/Nanodevices;

Micro/Nanomachines; Micro/Nanosystems; MOEMS/

NOEMS; NEMS; RF-MEMS/NEMS
Definition

Nanotechnology literally means any technology done

on a nanoscale that has applications in the real world.

Nanotechnology encompasses the production and
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application of physical, chemical, and biological

systems at scales ranging from individual atoms or

molecules to submicron dimensions, as well as

the integration of the resulting nanostructures into

larger systems.
Overview

Nanotechnology is likely to have a profound impact on

world economy and society in the early twenty-first

century, comparable to that of semiconductor technol-

ogy, information technology, or cellular and molecular

biology. Science and technology research in nano-

technology promises breakthroughs in areas such as

materials and manufacturing, nanoelectronics, medi-

cine and healthcare, energy, biotechnology, informa-

tion technology, and national security. It is widely felt

that nanotechnology will be the next industrial

revolution.

Nanometer-scale features are mainly built up

from their elemental constituents. Examples include

chemical synthesis, the spontaneous self-assembly of

molecular clusters (molecular self-assembly) from

simple reagents in solution, biological molecules

(e.g., DNA) used as building blocks for the production

of three-dimensional nanostructures, or quantum dots

(nanocrystals) of an arbitrary diameter (about 10–105

atoms). The definition of a nanoparticle is an aggregate

of atoms bonded together with a radius between 1 and

100 nm. It typically consists of 10–105 atoms. A vari-

ety of vacuum deposition and nonequilibrium plasma

chemistry techniques are used to produce layered

nanocomposites and nanotubes. Atomically controlled

structures are produced using molecular beam epitaxy

and organo-metallic vapor phase epitaxy. Micro- and

nanosystem components are fabricated using top-down

lithographic and nonlithographic fabrication tech-

niques and range in size from micro- to nanometers.

Continued improvements in lithography for use in the

production of nanocomponents have resulted in line

widths as small as 10 nm in experimental prototypes.

The nanotechnology field, in addition to the fabrication

of nanosystems, provides impetus to the development

of experimental and computational tools.

The discovery of novel materials, processes, and

phenomena at the nanoscale and the development of

new experimental and theoretical techniques for

research provide fresh opportunities for the
development of innovative nanosystems and nano-

structured materials. The properties of materials at

the nanoscale can be very different from those at

a larger scale. When the dimension of a material is

reduced from a large size, the properties remain the

same at first; then small changes occur, until finally

when the size drops below 100 nm, and dramatic

changes in properties can occur. If only one length of

a three-dimensional nanostructure is of the

nanodimension, the structure is referred to as

a quantum well; if two sides are of nanometer length,

the structure is referred to as a quantum wire.

A quantum dot has all three dimensions in the

nanorange. The word quantum is associated with

these three types of nanostructures because the

changes in properties arise from the quantum-

mechanical nature of physics in the domain of the

ultra-small. Materials can be nanostructured for

new properties and novel performance. This field is

opening new venues in science and technology.

Micro- and nanosystems include Micro/NanoElec-

troMechanical Systems. MEMS refers to microscopic

devices that have a characteristic length of less

than 1 mm but more than 100 nm and combine

electrical and mechanical components. NEMS refers

to nanoscopic devices that have a characteristic length

of less than 100 nm and combine electrical and

mechanical components. In mesoscale devices, if the

functional components are on the micro- or nanoscale,

they may be referred to as MEMS or NEMS, respec-

tively. These are referred to as an intelligent miniatur-

ized system comprising of sensing, processing, and/or

actuating functions and combine electrical and

mechanical components. The acronym MEMS origi-

nated in the USA. The term commonly used in Europe

is microsystem technology (MST), and in Japan it is

micromachines. Another term generally used is micro/

nanodevices. MEMS/NEMS terms are also now used

in a broad sense and include electrical, mechanical,

fluidic, optical, and/or biological function. MEMS/

NEMS for optical applications are referred to as

micro/nanooptoelectromechanical systems (MOEMS/

NOEMS). MEMS/NEMS for electronic applications

are referred to as radio-frequency-MEMS/NEMS or

RF-MEMS/RF-NEMS. MEMS/NEMS for biological

applications are referred to as BioMEMS/BioNEMS.

To put the dimensions of MEMS/NEMS and

BioNEMS in perspective, see Fig. 1 and Table 1 [4].

Individual atoms are typically a fraction of
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Nanotechnology, Fig. 1 Dimensions of MEMS/NEMS and

BioNEMS in perspective. Examples shown are of a single-

walled carbon nanotube (SWNT) chemical sensor [1], of molec-

ular dynamic simulations of carbon-nanotube–based gears [2],

quantum-dot transistor obtained from van der Wiel et al. [3], and

DMD obtained from www.dlp.com. For comparison, dimen-

sions and weights of various biological objects found in nature

are also presented
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a nanometer in diameter, DNA molecules are

about 2.5 nm wide, biological cells are in the range of

thousands of nm in diameter, and human hair is about

75 mm in diameter. Smaller length of BioNEMS shown

in the figure is about 2 nm, NEMS ranges in size from

10 to 300 nm, and the size of MEMS is 12,000 nm. The

mass of a micromachined silicon structure can be as

low as 1 nN, and NEMS can be built with mass as low

as 10–20 N with cross-sections of about 10 nm.

In comparison, the mass of a drop of water is about

10 mN, and the mass of an eyelash is about 100 nN.
MEMS/NEMS and BioMEMS/BioNEMS are

expected to have a major impact on people’s lives,

comparable to that of semiconductor technology,

information technology, or cellular and molecular

biology [5, 6]. MEMS/NEMS and BioMEMS/

BioNEMS are used in electromechanical, electronics,

information/communication, chemical, and biological

applications. The MEMS industry in 2004 was worth

about $4.5 billion with a projected annual growth rate

of 17%, Fig. 2 [7]. The NEMS industry was worth

about $10 billion in 2004, mostly in nanomaterials,

http://www.dlp.com
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Table 1 Characteristic

dimensions and weights in

perspective

(a) Characteristic dimensions in perspective

NEMS characteristic length < 100 nm

MEMS characteristic length < 1 mm and > 100 nm

SWCNT Chemical sensor �2 nm

Molecular gear �10 nm

Quantum-dots transistor 300 nm

Digital micromirror 12,000 nm

Individual atoms typically fraction of a nm in diameter

DNA molecules �2.5 nm wide

Biological cells In the range of thousands of nm in diameter

Human hair �75,000 nm in diameter

(b) Weight in perspective

NEMS built with cross-sections of about 10 nm As low as 10–20 N

Micromachines silicon structure As low as 1 nN

Eyelash �100 nN

Water droplet �10 mN
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Fig. 2 [8]. Growth of Si-based MEMS/NEMS may

slow down, and nonsilicon MEMS may pick up during

the next decade. It is expected to expand in this decade,

in nanomaterials and biomedical applications as well

as in nanoelectronics or molecular electronics. For

example, miniaturized diagnostics could be implanted

for the early diagnosis of illness. Targeted drug

delivery devices are under development. Due to the

enabling nature of these systems and because of the

significant impact they can have on both commercial

and defense applications, industry as well as federal

governments have taken special interest in seeing

growth nurtured in this field. MEMS/NEMS and

BioMEMS/BioNEMS are the next logical step in the

“silicon revolution.”
Background and Research Expenditures

On December 29, 1959 at the California Institute of

Technology, Nobel Laureate Richard P. Feynman gave

a talk at the Annual Meeting of the American Physical

Society that has become one of the twentieth century

classic science lectures, titled “There’s Plenty of Room

at the Bottom” [9]. He presented a technological vision

of extreme miniaturization in 1959, several years

before the word “chip” became part of the lexicon.

He talked about the problem of manipulating and

controlling things on a small scale. Extrapolating

from known physical laws, Feynman envisioned

a technology using the ultimate toolbox of nature,
building nanoobjects atom by atom or molecule by

molecule. Since the 1980s, many inventions and dis-

coveries in the fabrication of nanoobjects have been

testaments to his vision. In recognition of this reality,

the National Science and Technology Council (NSTC)

of the White House created the Interagency Working

Group on Nanoscience, Engineering and Technology

(IWGN) in 1998. In a January 2000 speech at the same

institute, former President W. J. Clinton talked about

the exciting promise of “nanotechnology” and the

importance of expanding research in nanoscale science

and technology more broadly. Later that month, he

announced in his State of the Union Address an ambi-

tious $497 million federal, multi-agency national

nanotechnology initiative (NNI) in the fiscal year

2001 budget, and made the NNI a top science and

technology priority [10, 11]. The objective of this

initiative was to form a broad-based coalition in

which the academe, the private sector, and local,

state, and federal governments work together to push

the envelope of nanoscience and nanoengineering to

reap nanotechnology’s potential social and economic

benefits.

The funding in the USA has continued to increase.

In January 2003, the US senate introduced a bill to

establish a National Nanotechnology Program. On

December 3, 2003, former President George W. Bush

signed into law the twenty-first century Nanotechnol-

ogy Research and Development Act. The legislation

put into law programs and activities supported by the

National Nanotechnology Initiative. The bill gave
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nanotechnology a permanent home in the federal gov-

ernment and authorized $3.7 billion to be spent in the 4-

year period beginning in October 2005 for nanotech-

nology initiatives at five federal agencies. The funds

would provide grants to researchers, coordinate R&D

across five federal agencies (National Science Founda-

tion (NSF), Department of Energy (DOE), NASA,

National Institute of Standards and Technology

(NIST), and Environmental Protection Agency

(EPA)), establish interdisciplinary research centers,

and accelerate technology transfer into the private sec-

tor. In addition, the Departments of Defense (DOD),

Homeland Security, Agriculture, and Justice as well as

the National Institutes of Health (NIH) also fund large

R&D activities. They currently account for more than

one-third of the federal budget for nanotechnology.

The European Union (EU) made nanosciences and

nanotechnologies a priority in the Sixth Framework
Program (FP6) in 2002 for a period of 2003–2006.

They had dedicated small funds in FP4 and FP5 before.

FP6 was tailored to help better structure European

research and to cope with the strategic objectives set

out in Lisbon in 2000. Japan identified nanotechnology

as one of its main research priorities in 2001. The

funding levels increased sharply from $400 million in

2001 to around $950 million in 2004. In 2003, South

Korea embarked upon a 10-year program with around

$2 billion of public funding, and Taiwan has commit-

ted around $600million of public funding over 6 years.

Singapore and China are also investing on a large

scale. Russia is well funded as well.

Figure 3a shows the public expenditure breakdown

in nanotechnology R&D around the world, with about

$5 billion in 2004, being about equal by USA, Japan,

and Europe. Next public expenditure on a per capita

basis is compared. The average expenditures per
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capita for the USA, EU-25, and Japan are about $3.7

billion, $2.4 billion, and $6.2 billion, respectively [12].

Figure 3b shows the breakdown of expenditures in

2004 by public and private sources with more than

$10 billion spent in nanotechnology research. Two

thirds of this came from corporate and private funding.

The private expenditure in USA and Japan was slightly

larger than that of the public, whereas in Europe it was

about one-third. Figure 4 shows the public and private

expenditure breakdown in 2004 in various countries.

Japan and USA had the largest expenditure, followed

by Germany, Taiwan, South Korea, UK, Australia,

China, France, and Italy. Figure 5 shows a breakdown

of worldwide publications and patents. USA and

Canada led, followed by Europe and Asia. Figure 6

shows the breakdown in start-up companies around the

world (1997–2002). Entrepreneurship in USA is

clearly evident followed by Europe.
Applications in Different Fields

Science and technology continue to move forward in

masking the fabrication of micro/nanodevices and sys-

tems possible for a variety of industrial, consumer, and

biomedical applications (e.g., [4, 13, 14]). A variety of

MEMS devices have been produced, and some are

commercially used [4, 15–23, 45]. A variety of sensors

are used in industrial, consumer, defense, and biomed-

ical applications. Various micro/nanostructures or

micro/nanocomponents are used in micro-instruments

and other industrial applications such as micromirror

arrays. The largest “killer” MEMS applications

include accelerometers (some 90million units installed

in vehicles in 2004), silicon-based piezoresistive pres-

sure sensors for manifold absolute pressure sensing for

engines and for disposable blood pressure sensors

(about 30 million units and about 25 million units,

respectively), capacitive pressure sensors for tire pres-

sure measurements (about 37 million units in 2005),

thermal inkjet printheads (about 500 million units in

2004), and digital micromirror arrays for digital pro-

jection display (about $700 million revenue in 2004),

and optical cross-connections in telecommunications.

Other applications of MEMS devices include chemi-

cal/biosensors and gas sensors, microresonators, infra-

red detectors and focal plane arrays for earth

observations, space science and missile defense appli-

cations, pico-satellites for space applications, fuel

cells, and many hydraulic, pneumatic, and other con-

sumer products. MEMS devices are also being pursued

in magnetic storage systems [24], where they are being

developed for super compact and ultrahigh-recording-

density magnetic disk drives.

NEMS are produced by nanomachining in a typical

top-down approach and bottom-up approach, largely

relying on nanochemistry [4, 25–30, 46]. Examples of

NEMS include microcantilevers with integrated sharp

nanotips for scanning tunneling microscopy (STM)

and atomic force microscopy (AFM), quantum corral

formed using STM by placing atoms one by one, AFM

cantilever array for data storage, AFM tips for

nanolithography, dip-pen lithography for printing mol-

ecules, nanowires, carbon nanotubes, quantum wires

(QWRs), quantum boxes (QBs), quantum-dot transis-

tors, nanotube-based sensors, biological (DNA)

motors, molecular gears by attaching benzene mole-

cules to the outer walls of carbon nanotubes, devices

incorporating nm-thick films (e.g., in giant
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magnetoresistive or GMR read/write magnetic heads

and magnetic media) for magnetic rigid disk drives and

magnetic tape drives, nanopatterned magnetic rigid

disks, and nanoparticles (e.g., nanoparticles in mag-

netic tape substrates and magnetic particles in mag-

netic tape coatings).

Nanoelectronics can be used to build computer

memory using individual molecules or nanotubes to

store bits of information, molecular switches, molecu-

lar or nanotube transistors, nanotube flat-panel

displays, nanotube integrated circuits, fast logic

gates, switches, nanoscopic lasers, and nanotubes as

electrodes in fuel cells.

BioMEMS/BioNEMS are increasingly used in

commercial and defense applications (see, e.g.,

[4, 31–37]. They are used for chemical and biochem-

ical analyses (biosensors) in medical diagnostics (e.g.,

DNA, RNA, proteins, cells, blood pressure and assays,

and toxin identification) [37], tissue engineering [38],

and implantable pharmaceutical drug delivery [39, 40].

Biosensors, also referred to as biochips, deal with

liquids and gases. There are two types of biosensors.

A large variety of biosensors are based on micro/

nanofluidics. Micro/nanofluidic devices offer the

ability to work with smaller reagent volumes and

shorter reaction times, and perform analyses multiple
times at once. The second type of biosensors includes

micro/nanoarrays which perform one type of analysis

thousands of times.Micro/nanoarrays are a tool used in

biotechnology research to analyze DNA or proteins to

diagnose diseases or discover new drugs. Also called

DNA arrays, they can identify thousands of genes

simultaneously [33]. They include a microarray of

silicon nanowires, roughly a few nm in size, to

selectively bind and detect even a single biological

molecule, such as DNA or protein, by using

nanoelectronics to detect the slight electrical charge

caused by such binding, or a microarray of carbon

nanotubes to electrically detect glucose.

After the tragedy of September 11, 2001, concern of

biological and chemical warfare has led to the devel-

opment of handheld units with bio- and chemical

sensors for detection of biological germs, chemical or

nerve agents, and mustard agents, and chemical

precursors to protect subways, airports, water supply,

and population at large.

BioMEMS/BioNEMS are also being developed for

minimal invasive surgery including endoscopic

surgery, laser angioplasty, and microscopic surgery.

Other applications include implantable drug-delivery

devices – micro/nanoparticles with drug molecules

encapsulated in functionalized shells for site-specific
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targeting applications, and a silicon capsule with

a nanoporous membrane filled with drugs for

long-term delivery.
Various Issues

There is an increasing need for a multidisciplinary,

system-oriented approach to the manufacturing of

micro/nanodevices which function reliably. This can

only be achieved through the cross-fertilization of

ideas from different disciplines and the systematic

flow of information and people among research

groups. Common potential failure mechanisms for

MEMS/NEMS requiring relative motion that need to

be addressed in order to increase their reliability are:

adhesion, friction, wear, fracture, fatigue, and contam-

ination [4, 41–44]. Surface micro/nanomachined struc-

tures often include smooth and chemically active

surfaces. Due to large surface area to volume ratio in

MEMS/NEMS, they are particularly prone to stiction

(high static friction) as part of normal operation. Frac-

ture occurs when the load on a microdevice is greater

than the strength of the material. Fracture is a serious

reliability concern, particularly for brittle materials

used in the construction of these components, since it

can immediately or would eventually lead to cata-

strophic failures. Additionally, debris can be formed

from the fracturing of microstructures, leading to other

failure processes. For less brittle materials, repeated
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loading over a long period of time causes fatigue that

would also lead to the breaking and fracturing of the

device. In principle, this failure mode is relatively easy

to observe and simple to predict. However, the

material properties of thin films are often not known,

making fatigue predictions error-prone.

Many MEMS/NEMS devices operate near their

thermal dissipation limit. They may encounter hot

spots that may cause failures, particularly in weak

structures such as diaphragms or cantilevers. Thermal

stressing and relaxation caused by thermal variations

can create material delamination and fatigue in canti-

levers. In large temperature changes, as experienced in

the space environment, bimetallic beams will also

experience warping due to mismatched coefficients

of thermal expansion. Packaging has been a big

problem. The contamination that probably happens in

packaging and during storage also can strongly influ-

ence the reliability of MEMS/NEMS. For example,

a particulate dust landed on one of the electrodes of

a comb drive can cause catastrophic failure. There are

no MEMS/NEMS fabrications standards, which make

it difficult to transfer fabrication steps in MEMS/

NEMS between boundaries.

Obviously, studies of determination and suppres-

sion of active failure mechanisms affecting this new

and promising technology are critical to high reliabil-

ity of MEMS/NEMS and are determining factors in

successful practical application.

Adhesion between a biological molecular layer and

the substrate, referred to as “bioadhesion,” and reduc-

tion of friction and wear of biological layers, biocom-

patibility, and biofouling for BioMEMS/BioNEMS are

important.

Mechanical properties are known to exhibit

a dependence on specimen size. Mechanical property

evaluation of nanometer-scaled structures is carried

out to help design reliable systems since good mechan-

ical properties are of critical importance in such

applications. Some of the properties of interest are:

Young’s modulus of elasticity, hardness, bending

strength, fracture toughness, and fatigue life. Finite

element modeling is carried out to study the effects

of surface roughness and scratches on stresses in

nanostructures. When nanostructures are smaller

than a fundamental physical length scale, conventional

theory may no longer apply, and new phenomena
emerges. Molecular mechanics is used to simulate the

behavior of a nano-object.

The societal, ethical, political, and health/safety

implications are getting major attention [12]. One of

the prime reasons is to avoid some of the public

skepticism that surrounded the debate over biotech

advances such as genetically modified foods, while at

the same time dispelling some of the misconceptions

the public may already have about nanotechnology.

Health/safety issues need to be addressed as well.

For example, one key question is what happens to

nanoparticles (such as buckyballs or nanotubes) in

the environment and are they toxic in the human

body, if digested.
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Nanotechnology Applications in
Polymerase Chain Reaction (PCR)

Kuo-Sheng Ma

IsaCal Technology, Inc., Riverside, CA, USA
Synonyms

Nucleic acid amplification; Oligonucleotide

amplification
Definition

Polymerase chain reaction (PCR) is the most prevalent

technology used in modern molecular biology

research. Generally, it is a technique to amplify the

amount of a piece of DNA with a specific sequence.

Although the PCR technique is mature, improvement

of its efficiency is still an emerging area of research.

Recently, nanotechnology is getting more attention in
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this application. Several nanometer-sized materials

such as carbon nanotubes, gold nanoparticles, quantum

dots, and metal oxide nanoparticles have been

employed.
N

Introduction

The polymerase chain reaction (PCR) process is

a technique to amplify the number of copies of

a specific DNA sequence, producing hundreds of thou-

sands of copies of DNA. This revolutionary technique

was first developed by Kary Mullis [1] in 1983. Since

then, it has been broadly used in medical and biological

research laboratories for a variety of applications

[2, 3]. These include DNA sequencing, DNA cloning,

identification of functional gene, the disease diagnosis,

and the identification of genetic fingerprints.

A basic PCR reaction needs several components in

the mixture. These include: (a) A small amount of

original DNA (mRNA in some applications) as

a template which contains the oligonucleotides seg-

ment to be amplified. (b) Primers. These are short

sequences of oligonucleotides in which their

sequences are designed complementary to the specific

site of the template DNA. Two primers are used for one

amplification process and each primer binds to the

different end of the segment on one of the paired

DNA strands. (c) DNA polymerases. These are the

enzymes that perform DNA synthesis in the amplifica-

tion process. The Taq polymerase is most prevalently

used in the conventional PCR process. (d)

Deoxynucleotide triphosphates (dNTPs). These are

the building blocks of DNA which are polymerized

by the enzyme through the sequence of DNA tem-

plates. (e) Buffer solution. This is the salt solution to

provide optimum condition for DNA synthesis. Diva-

lent cations such as Mg2+ or Mn2+ are normally used in

buffer solution to mediate DNA mutagenesis or

decrease the error rate of DNA polymerase.

The technique is based on the cycles of repeated

temperature changes of the reactant in reaction tubes.

The temperature changes are normally carried out in

a thermal cycler which performs heating and cooling

of the tubes. A typical PCR process consists of 20–40

cycles, with each cycle consisting of three basic

heating and cooling steps on discrete temperatures.

The temperatures employed and the duration of spe-

cific temperature in a cycle depends on the reactant
used in the mixture for each specific process. In

a conventional PCR process, as the first step (or called

as denature step), the mixture is heated up to 94–98�C
for 20–30 s to break the hydrogen bonds between

complementary double-stranded DNA (templates)

and yield single-stranded DNA molecules. In the sec-

ond step (or called as annealing step), the temperature

of the solution is lowered to 50–65�C for 20–40 s

allowing the primers bind to the separated strands of

DNA template. Sequentially, the enzyme (DNA poly-

merase) binds to the hybridization sites of primer and

template to start DNA amplification. In the next step

(also called the extension/elongation step), the temper-

ature of solution is risen to a temperature at which the

enzyme has its optimum activity. A temperature of

72�C is used for the commonly used Taq polymerase.

At this step, the amount of DNA is doubled due to the

enzyme synthesizing a new complementary strand to

each DNA template by polymerizing dNTPs in 50–30

direction. These three basic steps form a cycle and

repetitions of this cycle lead to exponential amplifica-

tion of the amount of DNA fragments. Figure 1 sche-

matically shows a conventional PCR process.
Variations on the Basic PCR Technique

PCR is such a powerful technique to provide

a relatively easy, efficient method to amplify the

amount of desired DNA sequence. Since it was

invented, many modifications to tailor the basic PCR

thermal cycle approach to fit specific applications have

been made. The features of these modified techniques

are summarized in Table 1.
Nanotechnology in PCR

Although the PCR technique is mature and has been

broadly employed in various applications, there is still

an effort to improve the specificity and efficiency of it

by using different advanced technologies. In the nano-

technology, the development and discovery of more

applications of nanoparticles is an emerging area of

research. Nanoparticle-assisted PCR has attracted

more attentions and many nanomaterials have been

studied for their potential in developing better PCR

technique. Various types of nanoparticles such as

carbon nanotubes, metal nanoparticles (especially
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gold nanoparticles), semiconductor quantum dots, and

metal oxide nanoparticles have been introduced into

PCR and their effect on reaction efficiency studied.

Some studies showed these nanoparticles dramatically

improve PCR in efficiency and specificity but some

studies showed contrary results. In this entry, the

development of the technique which employed the

nanoparticles in PCR would be introduced. The differ-

ent types of nanoparticles utilized in the studies and

their effect in assisting PCR as well as mechanisms

will be discussed.

Carbon Nanotubes

Gao et al. [14] investigated the effects of single-walled

carbon nanotubes (SWCNTs) on PCR. Their results

showed the amount of PCR product increased by

adding single-walled carbon nanotubes into the PCR
reactant mixture. They further discovered that adding

higher concentrations of SWCNTs (> 3 ug/ul)

reversed the effect (amount of PCR product

decreased). Using SEM and HRTEM, they showed

that DNA templates and Taq enzymes were attached

to bundles of SWCNTs. XPS results further suggested

that there might be a chemical reaction between

SWCNTs and components in PCR solution. The

authors concluded that the SWCNTs have the potential

to act as catalysts in the solution, which increased the

yield of PCR products.

Zhang et al. [15] had done the similar study and

reported the beneficial effect of using single-walled

carbon nanotubes (SWCNTs) and multi-walled car-

bon nanotubes (MWCNTs) to enhance the amplifica-

tion efficiency of long PCR up to 14 kb. Rather than

the pristine carbon nanotubes, the authors employed
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Name Functions References

1. Quantitative PCR

(qPCR)

A technique used to quantify the PCR products during the amplification cycles. Because

the measurement is in “real time” of amplification, it is also called quantitative real-time

PCR (qRT-PCR). The technique employed the fluorescent dyes in the PCR solution to

measure the amount of amplified products in the log phase of the reaction before the

plateau. The commonly used dyes are Syber Green or TaqMan which is a DNA probe

containing a fluorophore

[4]

2. Reverse transcription

PCR (RT-PCR)

A preferred technique used to detect and quantify mRNA. In mRNA detection

applications, the target RNA needs to be amplified by PCR. Thus, RNA samples need to be

first reverse transcribed into cDNA by reverse transcriptase and cDNA sequences will be

amplified by PCR. This technique is widely used in profiling of gene expressions

[5]

3. Polymerase cycling

assembly (PCA)

A technique to synthesize long DNA sequences by a PCR. It employed a pool of

oligonucleotides with designed short overlapping sequences in each piece of

oligonucleotides. Rather than using two primers, this technique uses multiple short

oligonucleotides which are part of the single strand of the target sequences. During the

elongation cycle, the rest of sequences will be filled in by polymerase. The technique is

popular for the production of synthetic genes and even synthetic genomes

[6]

4. Helicase-dependent

amplification

This technique is similar to traditional PCR but uses a constant temperature instead of

temperature cycling in denaturation and annealing steps. Rather than thermal

denaturation, a DNA helicase is used to separate the double strand of DNAwhich provides

single-stranded DNA template for primers and polymerase binding

[7]

5. Hot start PCR A modified process to reduce nonspecific amplification of DNA by inactivating the Taq

polymerase at a lower temperature in the initial stages of the conventional PCR. It can be

performed manually by adding a primer to start amplification after heating the reaction

components to the melting temperature. Common methods for this technique include

chemical modifications, wax-barrier methods, inhibition by a Taq-directed antibody, and

by the presence of covalently bound inhibitors. Due to lack of nonspecific hybridization of

primers to template, the amplified DNA bands tend to be cleaner

[8, 9]

6. Methylation-specific

PCR (MSP)

A technique is used to detect methylation of CpG islands in the genomic DNA. DNA is

first treated with sodium bisulfite, which converts unmethylated cytosine bases to uracil.

A special primer is designed to distinguish methylated from unmethylated DNA. The

process takes advantage of the sequence differences resulting from bisulfite modification.

MSP using qPCR can also be performed to obtain quantitative rather than qualitative

information about methylation

[10]

7. Allele-specific PCR It is a variation of the PCR which is used as a diagnostic or cloning technique to identify

single-nucleotide polymorphism (SNPs) (single-base differences in DNA). It requires

prior knowledge of a DNA sequence and differences between alleles. The allele-specific

PCR uses primers whose 30 ends encompass the SNP

[11]

8 Solid phase PCR In a solid phase PCR (SP-PCR), the amplification takes place directly on a solid substrate.

The technique encompasses multiple modifications, including polony amplification where

PCR colonies are derived in a gel matrix; bridge PCR in which primers are covalently

linked to a solid-support surface; conventional solid phase PCR in which an asymmetric

PCR is employed. A primer is immobilized on a solid support which has the sequence

matching one of the aqueous primers

[12, 13]
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the CNTs with surface functionalization. Both

hydroxylic and carboxylic functionalized CNTs had

been studied and had similar enhancing effects of

long PCR.

The opposite effect on CNTs enhancing PCR

had also been reported. Yang et al. [16] studied

the effects of multi-walled carbon nanotubes and

single-walled carbon nanotubes functionalized with

and without carboxylic groups on PCR. Their
results showed that CNTs reduced the efficiency

of PCR. From their report, the inhibition effect on

PCR was increased in the order of CNT-COOH >

pristine CNT and SWCNT > MWCNT. The

authors attributed the inhibition effect of

nanomaterials on PCR to the decrease of the DNA

polymerase activity, which they believed to be

a significant effect of how nanomaterials impact

biological systems.
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Gold Nanoparticles

Small gold nanoparticles (Au-NPs) or nanogold had

also been studied of their influences on PCR. Hu et al.

[17] reported nanogold significantly improved the

specificity and yield of PCR. The author attributed

the enhancement to the greater affinity of Au-NPs to

single-stranded DNA (ssDNA) than to double-

stranded DNA (dsDNA) which reduced the mispairing

of nucleotides to the template sequence in the elonga-

tion step. In their another work [18], the authors did the

multiple rounds of PCRwith 10 nmAu-NPs. The result

showed the Au-NPs effectively enhanced the specific-

ity and yield of error-prone amplification. As the result

showed, after six rounds of amplification, the target

band was still manifested by a single bright band in gel

electrophoresis. However, the target band disappeared

after four rounds of amplification of the sample with-

out adding Au-NPs. This study has shown with

Au-NPs enhancement, a large amount of target DNA

can be produced even with very low copies of original

DNA samples. Liu et al. [19] had done the similar

study using 13 nm Au-NPs in the PCR reagent and

discovered the efficiency was increased. In this study,

the authors also compared different PCR systems by

using different DNA polymerases, various DNA sizes

for amplification, and complex samples. Their results

demonstrated that Au-NPs increased the efficiency by

fivefold to tenfold in a conventional PCR and by

104-fold in a real-time PCR. The authors hypothesized

that the enhancement is due to the excellent heat trans-

fer property of the Au-NPs in PCR solution.

Although Au-NPs enhanced PCR had been investi-

gated, different results had been reported. Emslie et al.

[20] reported the contrary results from their study. The

authors investigated the efficiency of real-time quanti-

tative polymerase chain reaction (qPCR) by adding Au-

NPs into the PCR solution. It was found that Au-NPs

affect the qPCR amplification due to fluorescence

quenching by Au-NPs. Rather than the quenching

effect, it was discovered that Au-NPs destabilized the

double-stranded PCR products which further reduced

the efficiency of qPCR. In contrast to those previous

reports, Willson et al. [21] discovered that Au-NPs

suppressed the amplification of longer products and

rather enhanced the amplification of shorter products.

In their discovery, when Au-NPs were added in PCR

solution, some of the DNA polymerases were

nonspecifically absorbed on nanoparticles, and thus

reduced the amount of polymerase and the efficiency
of amplification. In their recent report, Hu et al. [22] also

discovered that the Au-NPs can enhance the PCR effi-

ciency only by employing native Taq polymerase. No

improvement was found in a PCR based on the recom-

binant Taq polymerase. However, the underlyingmech-

anism was still unclear.

Yeow et al. [23] had done the study of the proposed

mechanism for Au-NPs affecting the PCR. The authors

studied the PCR efficiency with different Au-NPs size

(5 nm, 10 nm, and 20 nm) and different concentrations.

Evidence from their study showed that the possible

mechanism for Au-NPs affecting the PCR is through

DNA polymerase-AuNPs binding which modulated

the enzyme activity for the amplification. Besides,

the binding strongly related to the total surface area

of the nanoparticles in the reaction solution.

Semiconductor Quantum Dots

Another type of nanoparticles such as semiconductor

quantum dots (QDs) has been studied in affecting the

PCR efficiency. Li et al. [24] reported that the QDs

dramatically improved the yield and specificity of

PCR. In their study, by employing mercaptoacetic

acid (MAA)-coated QDs, yield and specificity of

PCR enhanced even at lower annealing temperature.

Rather than MAA surface coated QDs, streptavidin

surface–modified QDs also effectively improved the

specificity of PCR which demonstrated that the effect

was not due to the molecules of surface modification

but instead due to the QDs itself. Further study is

needed to discover the underlying mechanism.

Another study using QDs in PCR was done by Xu

et al. [25]. In this study, the authors also discovered

that the QDs could increase the specificity of the PCR

at different annealing temperatures. Thus, as the

authors concluded, this method could make the PCR

widely applicable, especially in the multi-round PCR

with different annealing temperatures.

Other Nanoparticles

Several different types of nanoparticles have also been

studied of their affects in PCR. Mahapatra et al. [26]

recently reported that the TiO2 nanoparticles with the

size of 25 nm diameter significantly enhanced the

PCR efficiency even with various types of templates

(i.e., plasmid DNA, genomic DNA, and complemen-

tary DNA). Besides, the yield was also enhanced by

utilizing TiO2 nanoparticles in the PCR. Investiga-

tions of the mechanism by simulations showed
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evidences of fast and efficient heat transfer in the PCR

solution in the presence of TiO2 nanoparticles to

enhance the PCR efficiency. Consistent with the sim-

ulation results, experimentally, the authors observed

the increase of denaturation of genomic DNA in the

presence of TiO2 nanoparticles in PCR solution which

indicated higher thermal conductivity through the

reaction buffer. This technique may be useful for

reduction of the overall PCR reaction time and further

enhanced the efficiency and specificity of PCR in

a variety of samples.

The effect of C-60 on PCR was studied by Jiang

et al. [27] using a qPCR system. The authors reported

a dramatical enhancement of the qPCR at the begin-

ning of the exponential phase but a significant inhibi-

tion at the plateau region. In addition, the resulting

melting curve demonstrated that C-60 decreased the

melting temperatures (Tm) of the template DNA frag-

ments. The authors hypothesized this is due to the

enhancement of qPCR efficiency by C-60 in the initial

phase of PCR. However, when there is more DNA

amplicon in solution, C-60 can disrupt DNA replica-

tion by binding to DNA to decrease the access of

templates and changing the conformation of DNA

templates which reduced the amplification efficiency

at the later cycles of the reaction.
Conclusion

Although the utilization of nanoparticles in conven-

tional PCR is just emerging, the potentials to enhance

the process have been demonstrated by some of the

works. Due to its excellent thermal conductivity, high

surface-to-volume ratio, and high affinity to bind mol-

ecules on surface, nanoparticle-assisted PCR can

greatly reduce the total process time and specificity

of the process. This is critical for the technique to be

used in medical diagnosis and in-field detection appli-

cations. In addition, due to the high efficiency of pro-

cess with NPs enhancement, less amount of expensive

reagents is needed which significantly reduce the

experimental costs. However, until now, the

NP-assisted technology has not yet been revolution-

ized in practice. To enable users to embrace the tech-

nique, future development in identifying type of NPs,

size of NPs, concentration of NPs in PCR reagent, and

specific PCR components are all essential. In addition,

optimization of process design to maximize the
enhancements and further reduce the time and cost of

the process is also important to evolve this technology

out of research and to be used routinely.
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Definition

Nanomolecular imaging is a new type of imaging with

a combination of nanomaterial and molecular biology,
using nanoparticles to visualize, characterize, and

measure biological processes at the molecular and

cellular levels in living systems, including radiotracer

imaging/nuclear medicine, magnetic resonance (MR)

imaging, MR spectroscopy, optical imaging, ultra-

sound, and other nanomolecular imaging.
Overview

Recently, the emergence of nanomolecular imaging

has set the stage for an evolutionary leap in the diag-

nosis and therapeutics of diseases such as cancer, and

neurological and cardiovascular diseases (CVD) [1–3].

CVD is the leading cause of morbidity and mortality in

the world. The pathology underpinning CVD is

chronic inflammation involving the injury of arterial

wall, infiltration leukocytes, and remodeling of vascu-

lature. The main benefits of nanomolecular imaging

are derived from combination of cell-type-specific

molecular-based, molecular-molecular recognition

with nanoparticle-based probes, leading to accurate

and high resolution of diseased sites, and to the early

diagnosis and treatment for CVDs, including athero-

sclerosis, thrombosis, and myocardial infarction [4–6].

The progress in nanomolecular imaging will play an

important role not only in molecular imaging, but also

in the development of biosensors, biomarkers, and new

drug delivery system.

Nanoparticles are defined as ranging from5 to 700 nm

in diameter and can enter the cells and function inside the

cells (such as generation of intracellular imaging

and targeting-specific molecular pathways) [4]

(see ▶Nanoparticles). For example, new types of

nanoparticles have been recently introduced to generate

contrast enhancement and improved sensitivity, such as

infrared dyes and quantum dot (QD) nanocrystals for

optical imaging [7], gold colloids or radiotracer-based

nanoassemblies for X-ray contrast [4], gas-filled

microbubbles for contrast using ultrasound [8], and

nanoparticles of gadolinium or iron oxide for magnetic

resonance contrast [4]. These abilities open up a large

number of exciting possibilities for early detection, the

potential treatment of disease, and a novel type of drug

delivery system. Nanomolecular imaging has also been

applied to imaging techniques including luminescence

imaging and spectroscopy. Indeed, current imaging

device can be applied for nanomolecular imaging, such

as positron emission tomography (quantitative-PET) and

http://dx.doi.org/10.1007/978-90-481-9751-4_236
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magnetic resonance spectroscopy (MRS), magnetic reso-

nance spectroscopic imaging (MRSI), diffusion

spectroscopy (d-MRI) and functionalmagnetic resonance

(f-MRI).
N

Key Research Findings

Nanomolecular Imaging and Potential Therapy in

Cardiovascular Disease

CVD is the largest cause of mortality in the world,

accounting for about 40% of deaths. CVD occurs at

a higher rate in diabetes with mortality exceeding 50%.

Risk factors, such as visceral obesity, hypertension, and

dyslipidemia, are all associated with increased risk of

CVD. The major underlying disease of most CVD is

atherosclerosis, characterized by a complex multifacto-

rial pathophysiology such as the slow accumulation of

lipid and inflammatory products in the vessel wall that

further leads to calcification and fibrosis in atheroscle-

rotic plaques. Inflammation in the vessel wall is now

considered to play an essential role in the initiation,

progression, and the final steps of atherosclerosis,

namely, plaque destabilization and eventually plaque

rupture (Fig. 1) [9]. Atherosclerotic plaques can be

divided into two types: stable plaque and unstable plaque

(a vulnerable plaque, causing myocardial infarction and

stroke). Unstable plaques are at higher risk for plaque

disruption, characterized by fibrous cap rupture, ulcera-

tion following spontaneous denudation of the endothe-

lium, or intraplaque hemorrhage. This plaque disruption

leads to local thrombus formation and vessel occlusion,

recognized as the proximate cause of the majority of

clinical CVD events such as a heart attack or stroke.

Although there have been significant advances in vascu-

lar imaging (such as intravascular ultrasound and MRI),

current imaging methods are still insufficiently capable

for elucidating plaque composition. Therefore, it is crit-

ical to develop novel techniques to identify vulnerable

plaques. In recent years, nanomolecular imaging pro-

vides exciting opportunities to identify vulnerable

plaque to reduce the risk of acute coronary syndromes.

Endothelial Cells

The initiating event for the development of atherosclero-

sis is the endothelial layer inflammation or dysfunction.

Increased adhesiveness of the endothelium leads to the

infiltration of leukocytes which could engulf oxidized

lipid particles and develop into inflammatory foam cells
[10]. These processes can be determined by measuring

inflammatory markers, such as vascular cell adhesion

molecule-1 (VCAM-1), a molecule found in blood vessel

walls at the onset of inflammation – a first stage in the

development of atherosclerotic plaques. Kelly et al. iden-

tified VCAM-1 internalizing peptide-28 nanoparticles

(VINP-28), a novel VCAM-1 peptide affinity ligand

from phage display that undergoes internalization and

trapping in cells that express VCAM-1, resulting in

higher signal amplification ion [11]. That offers an

opportunity for detecting early atheromata (fatty streak-

like lesions), and targeting VCAM-1-expressing cells of

human carotid atherosclerotic plaques.

Macrophages

Macrophages have emerged as a key component of ath-

erosclerosis, which accumulate cholesterol esters to form

lipid-laden foam cells in the arterial intima and generate

proteinases that lead to plaque destabilization and rup-

ture. The accumulation of macrophage in the

subendothelial space could be observed through all

stages of vascular lesion development, and the increased

macrophage density is associated with lesion progression

and rupture [9]. Additionally, the macrophage may serve

as an ideal target for the detection and potential therapy

of vulnerable inflamed lesions. Recently, macrophage-

specific lipid-based nanoparticles were created which

improved cardiac magnetic resonance detection and

characterization of human atherosclerosis [12]. These

nanoparticles were made from phospholipids,

a surfactant (Tween 80), and an aliphatic gadolinium

complex, which targets CD36, a macrophage class

B scavenger receptor. The macrophage-specific (CD36)

nanoparticles bind human macrophages and improve

cardiac magnetic resonance (CMR) detection. A light-

activated theranostic nanoagent for targeted macrophage

ablation was invented [13]. This nanoparticle was based

upon cross-linked dextran-coated iron oxide (CLIO). It

was modified with near-infrared fluorophores and light-

activated therapeutic moieties. The therapeutic compo-

nent was activated at 650 nm and could result in eradi-

cation of inflammatory macrophages. Moreover, other

potential targets, such as scavenger receptor class

B type 1 (SRB1), Lectin-like oxidized LDL receptor-1

(LOX-1), Receptor for AdvancedGlycation Endproducts

(RAGE), and urokinase-type plasminogen activator

(uPA) receptor, could be more efficacious and provide

an integrated imaging and therapeutic nanoplatform for

atherosclerosis [14–17].
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Atherosclerotic Plaque

Amajor component of atherosclerosis plaques is fibrin,

which forms the fibrils that entangle the blood platelets

and seal up the rent in the artery wall. Fibrin deposition

is one of the earliest signs of plaque rupture or erosion

and intraplaque hemorrhage. Densely packed fibrin-

targeted nanoparticles can be detected by scanning

electron micrographs (SEM) [18]. These nanoparticles

were formulated with gadolinium DTPA-bis-oleate

(Gd-DTPA-BOA) and presented a highly detectable,

homogeneous T1-weighted contrast enhancement that

improved with increasing gadolinium level. Higher-

resolution scans and scanning electron microscopy

revealed that the nanoparticles were present as a thin

layer over the clot surface. Then, the development of

other matrix-targeted nanoparticles could provide

accurate detection and localization of matrix deposits

and may allow early, direct identification of vulnerable

plaques.

Angiogenesis

In atherosclerosis, angiogenesis is not only related to

plaque growth, but also related to plaque instability

and rupture. Integrins, cell surface receptors

involved in cell–cell and cell–matrix interaction,

such as avb3, are associated with angiogenesis and

have been extensively used as a target for

nanomolecular imaging [19]. Patrick Winter et al.

developed a paramagnetic nanoparticle contrast

agent targeted specifically to avb3 integrins to permit

noninvasive molecular imaging of plaque-associated

angiogenesis. Moreover, avb3 integrins-targeted
paramagnetic nanoparticles can deliver fumagillin

and elicit a marked antiangiogenic response with

a minimal drug dosage [19].
Future Directions for Research

Nanomolecular imaging is a new evolving field, which

represents the beginning of a revolutionary new age for

the clinicians to enhance the diagnosis and treatment of

the cardiovascular diseases relying on the powerful imag-

ingprobes andhardware.While it is still in the developing

phase, the nanomolecular imaging has resulted in lots of

nanoparticles that vary in size, shape, change, chemistry,

coating, and solubility.More importantly, nanomolecular

imaging must utilize the progress of molecular and cellu-

lar biology in pathological conditions. At the same time,

the potential toxicity of these nanoparticles should also be

paid more attention to [20] (see ▶Cellular Mechanisms

of Nanoparticle’s Toxicity and ▶Nanoparticle Cytotox-

icity). The nano-imaging agent synthesis requires the

efforts on their subsequent translation to clinical practice.

The rapid growth of nanomolecular imaging will change

the field of imaging and imaging-guided interventions for

cardiovascular diseases.
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Synonyms

Adhesion; Friction; Lubrication; Wear
Definition

The word “Tribology” was coined in 1966. It is derived

from the Greek word tribos, meaning rubbing so the
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literal translation would be the science of rubbing. How-

ever, it encompasses studies of surface characterization,

adhesion, friction, wear, and lubrication. According to

Webster dictionary, Tribology is defined as the science

and technology of interacting surfaces in relativemotion

and of the related subjects and practices. Tribology is an

interdisciplinary field. Rather complex surface interac-

tions in a tribological interface require knowledge of

various disciplines including physics, chemistry,

mechanical engineering, solid mechanics, materials sci-

ence, rheology, applied mathematics, and reliability. At

most interfaces of technological relevance, contact

occurs at numerous asperities. It is of importance to

investigate a single asperity contact in the fundamental

tribological studies and thus emphasizing the impor-

tance of nanotribology.
Introduction

The mechanisms and dynamics of the interactions of

two contacting solids during relative motion, ranging

from atomic- to microscale, need to be understood in

order to develop fundamental understanding of

adhesion, friction, wear, indentation, and lubrication

processes. For most solid–solid interfaces of techno-

logical relevance, contact occurs at multiple asperities.

Consequently, the importance of investigating

single asperity contacts in studies of the fundamental

micro/nanomechanical and micro/nanotribological

properties of surfaces and interfaces has long been

recognized. The recent emergence and proliferation

of proximal probes, in particular scanning probe

microscopes (the scanning tunneling microscope

and the atomic force microscope), the surface force

apparatus, and of computational techniques for simu-

lating tip-surface interactions and interfacial

properties, has allowed systematic investigations of

interfacial problems with high resolution as well as

ways andmeans for modifying andmanipulating nano-

scale structures. These advances have led to the

appearance of the new field of nanotribology, which

pertains to experimental and theoretical investigations

of interfacial processes on scales ranging from

the atomic- and molecular-scale to the microscale,

occurring during adhesion, friction, scratching, wear,

indentation, and thin-film lubrication at sliding sur-

faces [2, 4–8, 10–12, 15, 18, 22, 25]. Proximal probes

have also been used for mechanical and electrical
characterization, in situ characterization of local defor-

mation, and other nanomechanics studies.

Nanotribological and nanomechanics studies are

needed to develop fundamental understanding of inter-

facial phenomena on a small scale and to study inter-

facial phenomena in micro/nanostructures used in

magnetic storage devices, nanotechnology, and other

applications [1–12]. Friction and wear of lightly

loaded micro/nanocomponents are highly dependent

on the surface interactions (few atomic layers). These

structures are generally coated with molecularly thin

films. Nanotribological and nanomechanics studies are

also valuable in the fundamental understanding of

interfacial phenomena in macrostructures, and provide

a bridge between science and engineering.

The surface force apparatus (SFA), the scanning

tunneling microscopes (STM), atomic force and fric-

tion force microscopes (AFM and FFM) are widely

used in nanotribological and nanomechanics studies.

Typical operating parameters are compared in Table 1.

The SFA was developed in 1968 and is commonly

employed to study both static and dynamic properties

of molecularly thin films sandwiched between two

molecularly smooth surfaces. The STM, developed in

1981, allows imaging of electrically conducting sur-

faces with atomic resolution, and has been used for

imaging of clean surfaces as well as of lubricant mole-

cules. The introduction of the AFM in 1985 provided

a method for measuring ultra-small forces between

a probe tip and an engineering (electrically conducting

or insulating) surface, and has been used for morpho-

logical and surface roughness measurements of surfaces

on the nanoscale, as well as for adhesionmeasurements.

Subsequent modifications of the AFM led to the devel-

opment of the FFM, designed for atomic-scale and

microscale studies of friction. This instrument measures

forces in the scanning direction. The AFM is also being

used for various investigations including scratching,

wear, indentation, detection of transfer of material,

boundary lubrication, and fabrication and machining.

Meanwhile, significant progress in understanding the

fundamental nature of bonding and interactions inmate-

rials, combined with advances in computer-based

modeling and simulation methods, has allowed theoret-

ical studies of complex interfacial phenomena with high

resolution in space and time. Such simulations provide

insights into atomic-scale energetics, structure, dynam-

ics, thermodynamics, transport, and rheological aspects

of tribological processes.
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nanotribological studies

Operating parameter SFA STMa AFM/FFM

Radius of mating

surface/tip

�10 mm 5–100 nm 5–100 nm

Radius of contact area 10–40 mm N/A 0.05–0.5 nm

Normal load 10–100 mN N/A <0.1–500 nN

Sliding velocity 0.001–100 mm/s 0.02–200 mm/s (scan size

�1 nm� 1 nm to 125 mm� 125

mm; scan rate <1–122 Hz)

0.02–200 mm/s (scan size

�1 nm� 1 nm to 125 mm� 125

mm; scan rate <1–122 Hz)

Sample limitations Typically atomically–smooth, optically

transparent mica; opaque ceramic,

smooth surfaces can also be used

Electrically-conducting

samples

None of the above

aCan only be used for atomic-scale imaging

Engineering interface Scanning probe microscope tip on a surface
Simulation of a single asperity contact

Nanotribology,
Fig. 1 Schematics of an

engineering interface and

scanning probe microscope tip

in contact with an engineering

interface
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The nature of interactions between two surfaces

brought close together, and those between two surfaces

in contact as they are separated, have been studied

experimentally with the surface force apparatus. This

has led to a basic understanding of the normal forces

between surfaces, and the way in which these are mod-

ified by the presence of a thin liquid or a polymer film.

The frictional properties of such systems have been

studied by moving the surfaces laterally, and such

experiments have provided insights into the molecular-

scale operation of lubricants such as thin liquid or poly-

mer films. Complementary to these studies are those in

which the AFM tip is used to simulate a single asperity

contact with a solid or lubricated surface, Fig. 1. These

experiments have demonstrated that the relationship

between friction and surface roughness is not always

simple or obvious. AFM studies have also revealed

much about the nanoscale nature of intimate contact

during wear, indentation, and lubrication.
Overview

Surface Imaging, Friction, and Adhesion

Surface height imaging down to atomic resolution of

electrically conducing surfaces can be carried out
using an STM. An AFM can also be used for surface

height imaging and roughness characterization down

to nanoscale. Figure 2 shows a sequence of STM

images at various scan sizes of solvent-deposited C60

film on a 200-nm thick gold-coated freshly cleaved

mica [13]. The film consists of clusters of C60 mole-

cules with 8 nm in diameter. The C60 molecules within

a cluster appear to pack in a hexagonal array with

a spacing of about 1 nm; however, they do not follow

any long range order. The measured cage diameter of

the C60 molecule is about 0.7 nm, very close to the

projected diameter of 0.71 nm.

In an AFM measurement during surface imaging,

the tip comes in intimate contact with the sample

surface and leads to surface deformation with finite

tip-sample contact area (typically few atoms). The

finite size of contact area prevents the imaging of

individual point defects, and only the periodicity of

the atomic lattice can be imaged. Figure 3 shows the

topography image of freshly cleaved surface of highly

oriented pyrolytic graphite (HOPG) [24]. The period-

icity of the graphite is clearly observed.

To study friction mechanisms on an atomic

scale, a freshly cleaved HOPG has been studied by

Mate et al. [21] and Ruan and Bhushan [24]. Figure 4a

shows the atomic-scale friction force map
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(raw data), and Fig. 3 shows the friction force maps

(after 2D spectrum filtering with high frequency noise

truncated) [24]. Figure 4a also shows line plot of

friction force profiles along some crystallographic
direction. The actual shape of the friction profile

depends upon the spatial location of axis of tip motion.

Note that a portion of atomic-scale lateral force is con-

servative. Mate et al. [21] and Ruan and Bhushan [24]

reported that the average friction force linearly

increased with normal load and was reversible with

load. Friction profiles were similar during sliding of

the tip in either direction.

During scanning, the tip moves discontinuously

over the sample surface and jumps with discrete steps

from one potential minimum (well) to the next. This

leads to a saw-tooth-like pattern for the lateral motion

(force) with a periodicity of the lattice constant.

This motion is called stick–slip movement of the tip

[5, 8, 12, 21, 23]. The observed friction force includes

two components – conservative and periodic, and

nonconservative and constant. If the relative motion

of the sample and tip were simply that of two

rigid collections of atoms, the effective force would

be a conservative force oscillating about zero. Slow

reversible elastic deformation would also contribute to

conservative force. The origin of the nonconservative

direction-dependent force component would be

phonon generation, viscous dissipation, or plastic

deformation.

The stick–slip on the atomic scale discussed

above is the result of the energy barrier required to be

overcome for jumping over the atomic corrugations on

the sample surface. It corresponds to the energy

required for the jump of the tip from a stable equilib-

rium position on the surface into a neighboring

position. The perfect atomic regularity of the surface

guarantees the periodicity of the lateral force signal,

independent of actual atomic structure of tip apex.

Few atoms (based on the magnitude of the friction

force, less than 10), on a tip sliding over an array of

atoms on the sample, are expected to go through the

stick–slip. For simplicity, Fig. 4b shows a simplified

model for one atom on a tip with a one-dimensional

spring mass system. As the sample surface slides

against the AFM tip, the tip remains “stuck” initially

until it can overcome the energy (potential) barrier,

which is illustrated by a sinusoidal interaction poten-

tial as experienced by the tip. After some motion, there

is enough energy stored in the spring which leads to

“slip” into the neighboring stable equilibrium position.

During the slip and before attaining stable equilibrium,

stored energy is converted into vibrational energy of

the surface atoms in the range of 1,013 Hz (phonon
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generation) and decays within the range of 10–11 s into

heat. (A wave of atoms vibrating in concert is termed

a phonon.) The stick–slip phenomenon, resulting from

irreversible atomic jumps, can be theoretically

modeled with classical mechanical models [27, 28].

The Tomanek-Zhong-Thomas model [27] is the

starting point for determining friction force during

atomic scale stick–slip. The AFM model describes

the total potential as the sum of the potential acting

on the tip due to interaction with the sample and

the elastic energy stored in the cantilever. Thermally

activated stick–slip behavior can explain the velocity

effects on friction.

Wear

By scanning the sample in two dimensions with

the AFM, wear scars are generated on the surface.

Figure 5a shows the effect of normal load on wear

depth on Si(100). Note that wear depth is very small

below 20 mN of normal load [29]. A normal load of

20 mN corresponds to contact stresses comparable to

the hardness of silicon. Primarily, elastic deformation

at loads below 20 mN is responsible for low wear.

Uniform material removal at the bottom of the

wear mark has been reported. An AFM image of the

wear mark shows small debris at the edges, probably

swiped during AFM scanning. This indicates that

the debris is loose (not sticky) and can be removed

during the AFM scanning.

Next, the mechanisms of material removal

were examined on a microscale in AFM wear

experiments [29]. Figure 5b shows a secondary

electron image of the wear mark and associated wear

particles. The specimen used for the scanning electron

microscope (SEM) was not scanned with the AFM

after initial wear, in order to retain wear debris in

the wear region. Wear debris is clearly observed.

In the SEM micrographs, the wear debris appears

agglomerated because of high surface energy of the

fine particles. Particles appear to be a mixture of

rounded and so-called cutting type (feather-like or

ribbon-like material). Zhao and Bhushan [29] reported

an increase in the number and size of cutting type

particles with the normal load. The presence of cutting

type particles indicates that the material is removed

primarily by plastic deformation.

To better understand the material removal mecha-

nisms, Zhao and Bhushan [29] used transmission

electron microscopy (TEM). The existence of
dislocation arrays observed by them confirms that

material removal occurs by plastic deformation. It is

concluded that the material on microscale at high loads

is removed by plastic deformation with a small

contribution from elastic fracture.

To understand wear mechanisms, evolution of wear

can be studied using AFM. Figure 6 shows evolution of

wear marks of a DLC-coated disk sample. The data

illustrate how the microwear profile for a load of 20 mN
develops as a function of the number of scanning

cycles [14]. Wear is not uniform, but is initiated at

the nanoscratches. Surface defects (with high surface

energy) present at nanoscratches act as initiation sites

for wear. Coating deposition also may not be uniform

on and near nanoscratches which may lead to

coating delamination. Thus, scratch-free surfaces will

be relatively resistant to wear.
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Wear precursors (precursors to measurable wear)

can be studied by making surface potential measure-

ments [17]. The contact potential difference, or simply

the surface potential between two surfaces depends
on a variety of parameters such as electronic work

function, adsorption, and oxide layers. The surface

potential map of an interface gives a measure of

changes in the work function which is sensitive to

both physical and chemical conditions of the surfaces

including structural and chemical changes. Before

material is actually removed in a wear process, the

surface experiences stresses that result in surface and

subsurface changes of structure and/or chemistry.

These can cause changes in the measured potential of

a surface. An AFM tip allows mapping of surface

potential with nanoscale resolution. Surface height

and change in surface potential maps of a polished

single-crystal aluminum (100) sample, abraded using

a diamond tip at loads of 1 and 9 mN, are shown in

Fig. 7a (Note that the sign of the change in surface

potential is reversed here from that in DeVecchio and

Bhushan [17]). It is evident that both abraded regions

show a large potential contrast (�0.17 V), with respect
to the non-abraded area. The black region in the lower

right-hand part of the topography scan shows a step

that was created during the polishing phase. There is

no potential contrast between the high region and the

low region of the sample, indicating that the technique

is independent of surface height. Figure 7b

shows a close up scan of the upper (low load)

wear region in Fig. 7a. Notice that while there is no

detectable change in the surface topography, there is

nonetheless, a large change in the potential of the

surface in the worn region. Indeed, the wear mark of

Fig. 7b might not be visible at all in the topography

map were it not for the noted absence of wear debris

generated nearby and then swept off during the low

load scan. Thus, even in the case of zero wear (no

measurable deformation of the surface using AFM),

there can be a significant change in the surface poten-

tial inside the wear mark which is useful for the study

of wear precursors. It is believed that the removal of

the thin contaminant layer including the natural oxide

layer gives rise to the initial change in surface poten-

tial. The structural changes, which precede generation

of wear debris and/or measurable wear scars, occur

under ultra-low loads in the top few nanometers

of the sample, and are primarily responsible for the

subsequent changes in surface potential.

Boundary Lubrication

The classical approach to lubrication uses freely

supported multimolecular layers of liquid lubricants
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[1, 5, 8, 16]. The liquid lubricants are sometimes

chemically bonded to improve their wear resistance

[1, 5, 8]. Partially chemically-bonded, molecularly-

thick perfluoropolyether (PFPE) films are used

for lubrication of magnetic storage media because of

their thermal stability and extremely low vapor pres-

sure [1]. Chemically-bonded lubricants are considered

as potential candidate lubricants for MEMS/NEMS.

Molecularly-thick PFPEs are well suited because of

the following properties: low surface tension and low

contact angle which allow easy spreading on surfaces

and provide hydrophobic properties; chemical and

thermal stability which minimize degradation

under use; low vapor pressure which provides low

out-gassing; high adhesion to substrate via organic

functional bonds; and good lubricity which reduces

contact surface wear.

For boundary lubrication studies, friction, adhesion,

and durability experiments have been performed on
virgin Si (100) surfaces and silicon surfaces lubricated

with various PFPE lubricants [19, 26]. Results of two

of the PFPE lubricants will be presented here,

which are –Z-15 (with -CF3 nonpolar end groups),

CF3–O–(CF2–CF2–O)m–(CF2–O)n–CF3 (m/n � 2/3)

and Z-DOL (with –OH polar end groups), HO–

CH2–CF2–O–(CF2–CF2–O)m–(CF2–O)n–CF2–CH2–

OH (m/n � 2/3). Z-DOL film was thermally bonded

at 150oC for 30 min and unbonded fraction was

removed by a solvent (BW) [1]. The thicknesses of

Z-15 and Z-DOL films were 2.8 and 2.3 nm, respec-

tively. Lubricant chain diameters of these molecules

are about 0.6 nm and molecularly thick film gener-

ally lie flat on surfaces with high coverage.

The adhesive forces of Si(100), Z-15, and Z-DOL

(BW) measured by force calibration plot and friction

force versus normal load plot are summarized in

Fig. 8a [20]. The data obtained by these two methods

are in good agreement. Figure 8(a) shows that the

presence of mobile Z-15 lubricant film increases

the adhesive force as compared to that of Si(100)

by meniscus formation. Whereas, the presence of

solid-like phase of the Z-DOL (BW) film reduces the

adhesive force as compared to that of Si(100)

because of the absence of mobile liquid. The schematic

(bottom) in Fig. 8a shows relative size and sources of

meniscus. It is well known that the native oxide layer

(SiO2) on the top of Si(100) wafer exhibits hydrophilic

properties, and somewatermolecules can be adsorbed on

this surface. The condensed water will form meniscus as

the tip approaches the sample surface. The larger adhe-

sive force in Z-15 is not only caused by the Z-15 menis-

cus alone, the non-polarized Z-15 liquid does not have

good wettability and strong bonding with Si(100). Con-

sequently, in the ambient environment, the condensed

water molecules from the environment will permeate

through the liquid Z-15 lubricant film and compete with

the lubricant molecules present on the substrate. The

interaction of the liquid lubricant with the substrate is

weakened, and a boundary layer of the liquid lubricant

forms puddles. This dewetting allows water molecules to

be adsorbed on the Si(100) surface along with Z-15

molecules. And both of them can form meniscus while

the tip approaches to the surface. Thus the dewetting of

liquid Z-15 film results in higher adhesive force and

poorer lubrication performance. In addition, as the Z-15

film is pretty soft as compared to the solid Si(100) sur-

face, and penetration of the tip in the film occurs while

pushing tip down. This results in the large area of the tip
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Nanotribology, Fig. 8 (a) Summary of the adhesive forces of

Si(100) and Z-15 and Z-DOL (BW) films measured by force

calibration plots and friction force versus normal load plots in

ambient air. The schematic (bottom) showing the effect ofmenis-

cus, formed between AFM tip and the surface sample, on the

adhesive and friction forces [19], and (b) Friction force versus

number of sliding cycles for Si(100) and Z-15 and Z-DOL (BW)

films at 70 nN, 0.4 mm/s, and in ambient air. Schematic (bottom)
shows that some liquid Z-15 molecules can be attached onto the

tip. The molecular interaction between the attached molecules

onto the tip with the Z-15 molecules in the film results in an

increase of the friction force with multi scanning [20]
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wetted by the liquid to form themeniscus at the tip-liquid

(mixture of Z-15 and water) interface. It should also be

noted that Z-15 has a higher viscosity compared to water,

therefore Z-15 film provides higher resistance to motion
and coefficient of friction. In the case of Z-DOL (BW)

film, both of the active groups of Z-DOL molecules are

mostly bonded on Si(100) substrate, thus the Z-DOL

(BW) film has low free surface energy and cannot be

displaced readily by water molecules or readily adsorb

water molecules. Thus, the use of Z-DOL (BW) can

reduce the adhesive force.

To study the durability of lubricant films at nanoscale,

the friction of Si(100), Z-15, and Z-DOL (BW) as

a function of the number of scanning cycles are shown

in Fig. 8b [19]. As observed earlier for adhesive force,

friction force of Z-15 is higher than that of Si(100) with

the lowest values for Z-DOL(BW). During cycling, fric-

tion force of Si(100) shows a slight decrease during

initial few cycles then remains constant. This is related

to the removal of the native oxide layer. In the case of Z-

15 film, the friction force shows an increase during the

initial few cycles and then approaches to higher and

stable values. This is believed to be caused by the attach-

ment of the Z-15 molecules onto the tip. After several

scans, the molecular interaction reaches an equilibrium

and after that the friction force remains constant. In the

case of Z-DOL (BW) film, the friction force starts out to

be low and remains low during the entire test for 100

cycles. It suggests that Z-DOL (BW) molecules do not

get attached or displaced as readily as Z-15.

Closure

For most solid-solid interfaces of technological

relevance, contact occurs at multiple asperities. A sharp

AFM/FFM tip sliding on a surface simulates just one

such contact. However, asperities come in all shapes and

sizes. AFM/FFM are used to study various tribological

phenomena, which include surface roughness, adhesion,

friction, scratching,wear, indentation, detection ofmate-

rial transfer, and boundary lubrication. Measurement of

atomic-scale friction of a freshly-cleaved highly-

oriented pyrolytic graphite exhibits the same periodicity

as that of the corresponding topography. Relevant fric-

tion mechanism is atomic-scale stick–slip.

Wear rate on the microscale for single-crystal

silicon is negligible below 20 mN and is much higher

and remains approximately constant at higher loads.

Elastic deformation at low loads is responsible for

negligible wear. Most of the wear debris is loose.

SEM and TEM studies of the wear region suggest

that the material on the microscale is removed by

plastic deformation with a small contribution from

elastic fracture; this observation corroborates with the
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scratch data. Evolution of wear has also been studied

using AFM. Wear is found to be initiated at

nanoscratches. For a sliding interface requiring near-

zero friction and wear, contact stresses should be

below the hardness of the softer material to minimize

plastic deformation and surfaces should be free of

nanoscratches. Further, wear precursors can be

detected at early stages of wear by using surface poten-

tial measurements. It is found that even in the case of

zero wear (no measurable deformation of the surface

using AFM), there can be a significant change in the

surface potential inside the wear mark which is useful

for study of wear precursors.

Boundary lubrication studies and measurement of

lubricant-film thickness with a lateral resolution on

a nanoscale can be conducted using AFM. For chem-

ically bonded lubricant films, the adsorption of

water, the formation of meniscus and its change

during sliding, and surface properties play an impor-

tant role on the adhesion, friction, and durability of

these films.

Investigations of adhesion, friction, wear,

scratching and indentation on nanoscales using the

AFM can provide insights into failure mechanisms

of materials. Coefficients of friction, wear rates and

mechanical properties such as hardness have been

found to be different on the nanoscale than on the

macroscale; generally, coefficients of friction and

wear rates on micro- and nanoscales are smaller,

whereas hardness is greater. Therefore, micro/

nanotribological studies may help define the regimes

for ultra-low friction and near zero wear. These studies

also provide insight to atomic origins of adhesion,

friction, wear, and lubrication mechanisms.
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Definition

Microprojectors are being developed to project a larger

image from a smaller display in handheld electronic

devices such as cell phone, handheld PDA, etc. The

technology associated with microprojectors has sev-

eral applications of nano-tribology and those are

described in this entry.
Introduction to Microprojector Technology

The capacity of high-speed wireless networks has

enabled carriers to provide multimedia services to

consumers such as web-browsing, live television and

gaming, etc. At the same time, the electronics industry

is driving toward miniaturization which in turn led

to the smaller size of displays on the electronic

devices. The smaller display limits the full utilization

and enjoyment of these services. Microprojectors have

been proposed to address this issue. These devices can

either be as an accessory to any electronic device or

an embedded component within a mobile device.

These are expected to provide images of the size of

A4 paper and larger in indoor lighting conditions. The

challenge is to develop the correct microprojector con-

figuration to balance size, cost, performance, and effi-

ciency [1]. For instance, currently, the thickness of the

projector could be in the range of 7–14 mm that results

in overall projector volume between 10 and 20 cm3.

Brightness is obviously a very important attribute of a
microprojector. While the current range of products

offers 5–10 lm of brightness, 50 lm is required to

provide enough brightness in all lighting conditions.

Focus-free operation is another desirable attribute and

this is possible with the projectors that have lasers as

light sources. Resolution is expected to continue to

grow as product technology improves. The wide-

screen format is typically acceptable for viewing

video content. Similar to brightness, contrast is also

an important attribute that makes the difference

between washed-out images and crisp, dramatic-

looking images [2]. These trade-offs are primarily

driven by the choices of light source and imaging

mechanism.

The microprojector technology has two major com-

ponents in the optical engine: (1) Light source and

(2) Image producing technology. Optical engines are

modules that combine the red-green-blue (RGB) light

sources and an imaging element or elements. Optical

engines accept an electronic input video signal and

project an optical image. Optical engines do not con-

tain power sources or any other functional elements

such as wireless communication chips. Three primary

colors, namely, red, blue, and green are required to

create full color images. The light sources in the pro-

jection technology would be semiconductor devices

that emit these colors. These devices could be either

light emitting diodes (LEDs) or Lasers. Like a normal

diode, when an LED is forward biased or in other

words, switched on, electron combines with a hole,

falls into a lower energy level, thereby releasing the

energy in the form of photon. The color of the emitted

light depends on the energy gap of the semiconductor.

Red, blue, and green LEDs are commercially avail-

able. LEDs have several advantages that include low

energy consumption, longer lifetime, smaller size,

faster switching, and good reliability, typically lasting

a few years. However, LEDs have higher etendue.

Etendue is a property of an optical system that

describes how “diverged” the light is in area and

angle. Because of high etendue of LEDs, large optical

elements (e.g., lenses, etc.) have to be used in the

package to collect all the light that is emitted from

LED, which in turn increases the size of the projector.

If the projector volume is designed to be small using

smaller optical elements, some of the optical power

(larger angles) will be lost, which in turn decreases the

conversion efficiency of the package. Lasers can be

used to overcome this problem. A laser is a device that
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emits light through a process of optical amplification

based on the stimulated emission of photons. Laser

light is spatially and temporally coherent. Red and

blue lasers are commercially available for applications

to the optical read/write products such as DVD players,

whereas green has been a challenge to produce through

currently available processes and materials. A green

laser is often referred to as the “keystone” component

to enable laser-based mobile projection. Extensive

research has been conducted to develop native green

lasers using either III–V or II–VI compound semicon-

ductors. Recent technological advancements have led

to creation of native green laser light by Sumitomo,

Osram, and others. For instance, Sumitomo succeeded

in producing 2.4 mW of optical power at 520 nm at

room temperature continuous wave lasing of InGaN-

based green LEDs on semipolar GaN substrates [3].

Native green lasers are easier to control, and could

potentially demonstrate greater temperature stability,

a smaller form factor and higher modulation capability

at several 100 MHz. However, there has not been

sufficient reliability data of these devices under oper-

ating conditions. While the native green lasers are

under development, a synthetic green laser has already

been developed based on frequency doubling of

1,060 nm IR light using second harmonic generation

crystal by various companies such as Corning [1, 4–6].

The second critical component of a microprojector

is image producing technology. There are three

main image producing technologies: (1) Scanners,

(2) Digital light processing (DLP), and (3) Liquid

crystal on silicon (LCOS). Scanners are based on

two-dimensional pixel-by-pixel scanning, typically

using a single MEMS mirror, and uses modulated

laser beams as the light source. The image remains in

focus at any projection distance and the projector

consumes relatively low power [2, 7]. DLP uses

millions of tiny mirrors, one for each pixel, to reflect

light. This technology involves modulating the image

by tilting the mirrors either into or away from the lens

path. It is a “reflective” technology and can use either

lasers or LEDs as light sources. DLP projection tech-

nology using LED as light source is already commer-

cialized. LCOS combines the idea of a DLP which is

a reflective technology, but uses liquid crystals instead

of individual mirrors. In LCOS, liquid crystals are

applied to a reflective mirror substrate. As the liquid

crystals are modulated based on the incoming video

signal, the light is either reflected from the mirror
below, or blocked. This modulates the light from either

laser or LED sources and creates the image. Any fea-

sible combination of these three technologies with

either lasers or LEDs could project an image. Finally,

all these components can be either wrapped in a case

(skin) and sold as a companion projector or embedded

in a handset. Projector contains an optical engine,

power source, and “industrial design or skin.”
Synthetic Green Laser Package

Until now, a detailed introduction to various projec-

tion technologies and components involved in the

microprojector product has been provided. The next

focus of this entry would be on the keystone compo-

nent of a laser-based microprojector, which is a green

laser optoelectronic package developed by Corning

Incorporated and specifically, the role of nano-

tribology in its development. Several key tribology

design studies will be presented. A frequency dou-

bling technique is used to produce a compact green

laser. A distributed bragg reflector (DBR) laser diode

generated 1060 nm wavelength light is passed through

second harmonic generating (SHG) crystal resulting

in 530 nm green light. Corning’s green laser architec-

ture is shown in the Fig. 1 [1, 4, 8]. As can be seen

from the figure, there are two lenses in this configu-

ration. The first lens that is in front of the IR laser

diode is used to collimate the light beam that emits

from the laser diode. The second lens converges the

collimated beam onto the waveguide in SHG. Expo-

sure to the operating environment, which can be at

a temperature as high as 60�C and at 75% relative

humidity (RH), can cause lens misalignment and

affect optical output. To correct for this, the green

laser module uses an adaptive optics component with

a drive mechanism to align the optics and maintain

constant power output with time and temperature.

Lens alignment along the x- and y-axes is made by

using adaptive optics, represented by L1 and L2 in the

figure below. This adaptive optics component is

referred to as Smooth Impact Drive Mechanism

(SIDM) developed by Konica Minolta. Schematics

of the operation and construction of this drive mech-

anism are shown in Fig. 1. The main components of

the drive mechanism are the piezoelectric element,

driving rod, moving body, and the friction plate. Dur-

ing operation, a rectangular waveform with a given
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voltage, frequency, and number of cycles is applied to

the piezo element. The rectangular waveform is then

converted to a sawtooth motion by the mechanical

transfer function of the piezo. On the gentle upward

slope, the rod carries the moving body due to friction

(“stick” operation), while on the rapid falling slope,

the rod “slips” due to inertia. The net displacement is

the minimum movement of the drive mechanism. This

is repeated until the desired amount of displacement is

achieved [4].

Carbon fiber reinforced plastic (CFRP) is used as

a component for a wide variety of engineering appli-

cations, such as for aircraft structures, automobile, and

solar cells, among many others [8–12]. In the drive

mechanism, CFRP is the material used as the driving

rod. For the friction plate, stainless steel is used. For
the moving body, Zn alloy is used as the die-cast part,

which is commonly used in automotive applications.

Adaptive optics sliding components in microprojectors

should be stable at an operating environment up to

60�C and 75% relative humidity. To improve tribolog-

ical performance of the sliding components, perfluor-

opolyether (PFPE) lubricants are applied to the

surfaces of the components. The ideal lubricant

should be molecularly thick to protect the surface

from wear, easily applicable, able to chemically bond

to the surface, and insensitive to environment. PFPE

lubricants are known to be most desirable as they have

low surface tension, high contact angle, and high adhe-

sion to the substrate allowing easy application and

spreading onto the surface as well as providing

hydrophobicity [13–19]. Their chemical and thermal
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stability and low vapor pressure provide low degrada-

tion and low outgassing. PFPEs have been extensively

investigated, especially in the magnetic disk drive

industry. It has been shown that they reduce friction

and wear, resulting in lower disk drive failure. It is,

therefore, very critical to conduct a comprehensive

tribology study to understand the friction mechanisms

and effect of temperature, humidity, plasma, etc., on

the friction.
Applications of Nano-Tribology

The following section presents several key findings

from various nano-tribological studies made on the

lubricant used in the adaptive optics component.

A methodology to measure lubricant film thickness

with a nanoscale resolution was developed. Atomic

force microscopy (AFM) allows the simulation of

a single asperity contact. The morphology measured

by AFM is shown in Fig. 2. On the height images of the

lubricated and unlubricated samples, the bright long

columns are for the individual carbon fibers, and the

dark ones for epoxy. The average surface roughness

(RMS) of the lubricated CFRP is about 328 nm, and

that of the unlubricated is 406 nm. Even though both

lubricated and unlubricated CFRPs have high average

surface roughness, the lubricated sample surface has

lower roughness than that of the unlubricated surface.

The roughness difference between the lubricated and

the unlubricated samples can be attributed to lubricant

thickness.

The degree of bonding was measured by measuring

the film thickness before and after washing off the

lubricant film. It was found that the lubricant was

unbonded to the sample surfaces. Friction force, adhe-

sive force, and lubricant thickness distribution corre-

late with surface morphology. Lubricant resides in the

recessed epoxy regions which act as a lubricant reser-

voir. It is expected that lubricant will wick up during

the operation and get transferred. Coefficient of fric-

tion on lubricated samples is lower than that on the

unlubricated samples. The epoxy has a higher friction

force than carbon fiber because of the presence of the

lubricant. Wear depth of epoxy is found to be higher

than on the carbon fiber. Effects of composite compo-

nents, scan direction, length scale, temperature, and

humidity were studied. Scanning in the transverse

direction includes sliding on both the carbon fiber
and the epoxy, and the friction data is close to that of

epoxy. Regarding length scale effects, the coefficient

of friction on larger length scales is higher due to larger

contact area. Figure 3 shows the effect of humidity and

temperature. Humidity does not affect the coefficient

of friction due to the condensed water layer from the

environment which is expected to be thin compared to

lubricant thickness. However, increasing temperature

leads to viscosity drop of the lubricant, resulting in the

decrease in the coefficient of friction.

Thermal, UV, and oxygen and argon plasma treat-

ments in order to allow chemical bonding of lubricant

were studied. It was found that the effect of thermal

treatment on the lubricant chemical bonding was not

obvious. However, the thermal treatment reduced

adhesive force and coefficient of friction because of

solvent evaporation. For UV treatment, it was found

that coefficient of friction, adhesive force, and lubri-

cant thickness are unchanged. UV treatment does not

affect chemical bonding of lubricant. For plasma treat-

ment, it is observed that lubricant on the lubricated and

subsequently plasma-treated samples is bonded to the

surfaces. The plasma treatment also improves coeffi-

cient of friction and adhesive force. Lubricant film

thickness was reduced by the plasma treatment. How-

ever, no difference is found between oxygen and argon

plasma treatments. There is no difference between

various power levels in plasma treatments either. It is

found that chemical bonding of lubricant to the sample

surfaces due to plasma treatment helps to protect the

carbon fiber areas of the CFRP rods from wear but not

epoxy areas (Fig. 4).

Further studies revealed that the thermal and UV

treatments do not improve wear for the CFRP rods.

There is no measurable change in friction, adhesive

force, and lubricant thickness after laser exposure to

the samples. Therefore, it is believed that lubricant

degradation by green and IR laser exposure does not

occur, or is negligible. Finally, wettability by contact

angle measurement for unlubricated and lubricated

CFRP rods was studied to simulate the effect of atmo-

spheric humidity. It is found that, in advancing mode,

unlubricated CFRP rods are hydrophilic, but the lubri-

cated rods are hydrophobic. Contact angles increase

with lubricant thickness. Therefore, humidity should

have less effect on coefficient of friction on the lubri-

cated samples. However, contact angle hysteresis is

observed due to the large difference of advancing and

receding contact angles. It could be explained by
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chemical heterogeneity caused by the high roughness

and the composite effect of the CFRP rods. Finally, the

interplay of surface roughness and film thickness of

lubricant is optimized for low adhesion, friction, and

wear. The effect of h/s on friction, adhesion, and

durability is studied. With an increase in h/s, the

uniformity of the lubricant distribution on the CFRP

rods is improved, resulting in stable and reliable oper-

ation of the actual devices. Coefficient of friction and

wear depth decrease with a decrease in h/s, but
adhesive force increases due to an increase in the

amount of lubricant involved in surface interface and

in the contact area between the two mating materials,

and vice versa (Figs. 5 and 6).

Therefore, there is a trade-off in lubricant film

thickness and surface roughness for optimum values

of coefficient of friction, adhesive force, and durabil-

ity. The ratio of the mobile fraction of lubricant film

thickness to sample roughness should be decided by

the requirement and functionality of the actual devices.
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Conclusion

An introduction to microprojection technology and the

components involved is provided. Specifically,

a keystone component in laser-based microprojector,

green laser package, developed by Corning Incorporated

is considered in this study.Applications of nano-tribology

in the development of adaptive optics component used in

this package are detailed. The adaptive optics component

involves sliding mechanical elements and lubricant was

used in between these elements. The tribological design

has to be efficient in order for the adaptive optics compo-

nent to function consistently. Therefore, a comprehensive

studywas done on tribological design of the lubricant and

the surface characteristics of the sliding components. The

design specifications obtained from this study were

implemented in the final package design.
Cross-References
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Background and Motivation

MEMS switches were first demonstrated in 1979 [1].

Since then lot of research activities have focused on

their development and optimization. MEMS switches

have traditionally provided a multitude of advantages

like higher isolation, lower insertion loss, very low

power consumption, and better linearity when compared

to traditional transistor/FET and pin diodes [2]. Most of

the switch development till date has been done for

applications in the Radio Frequency MicroElectroMe-

chanical Systems (RF MEMS) domain. The main aim

in this case is to use mechanical relays for switching on

and off various components in RF architectures and also

to facilitate the functioning of reconfigurable systems.

More recently, there has been growing interest in

the development of low voltage mechanical computing

platforms using MEMS switches and reconfigurable

mechanical RF front-ends. RF MEMS switches with

their favorable on and off characteristics are ideal for

such applications.

Various actuation methods can be employed

for achieving switching, such as electrostatic [3–12],

piezoelectric [13–23], electromagnetic [24], thermal

[25], and electrothermal [26]. Out of these methods,

electrostatic actuation has been the most commonly and

widely used actuation method. However, it suffers from

inherent disadvantages due to its nonlinear mechanism,

which transduction methods like piezoelectric actuation

have the ability to overcome.

Piezoelectricity, as a phenomenon, was discovered in

1880 by Pierre Curie and Jacques Curie (the Curie

brothers). It is simply characterized by the accumulation

of charge in certain materials upon the application of

mechanical stress. The converse piezoelectric effect

also exists, which makes it a reversible process. In the

converse piezoelectric effect, an applied electric field

can lead to the generation of amechanical force, thereby

causing the film to strain. This converse effect was not

predicted by the Curie brothers initially and was

predicted by Gabriel Lippmann in 1881. It was later

confirmed experimentally by the Curie brothers.

The piezoelectric effect is a linear electromechanical

interaction between the electrical and mechanical

variables in crystalline and polycrystalline materials.

For a material to exhibit this phenomenon its

crystal structure needs to possess some asymmetry,

so materials with inversion symmetry do not exhibit

this property.
This linear interaction can be defined using a set of

coupled equations between the strain (S) (6� 1 matrix),

compliance (s) (6� 6 matrix), stress (T) (6 � 1 matrix),

electric field (~E) (3� 1matrix), piezoelectric coefficients

(d) (3 � 6 matrix), permittivity (e) (3 � 3 matrix), and

electric charge density displacement (D) (3 � 1 matrix).

S½ � ¼ sE
� �

T½ � þ dt½ � ~E� �
D½ � ¼ d½ � T½ � þ eT

� �
~E
� �

(1)

Implementation of piezoelectric actuation using the

converse piezoelectric effect necessitates the presence of

two electrodes that sandwich the piezoelectricmaterial to

apply an electric field across it. For in plane stretching

and consequently bending operation, the d31 piezo-

coefficient is conventionally used in c-axis oriented,

hexagonal materials such as AlN. In this case, an

electric field applied across the film thickness

generates an in-plane strain through the equivalent

d31piezo-coefficient. In a multilayered beam, this strain

can be tailored to generate a bending moment about the

neutral axis of the composite beam. Thismoment deflects

the beam out-of-plane, i.e., vertically, and this motion is

used to open and close an air gap in a mechanical switch.

There are two commonly used configurations for

implementing piezoelectric actuation, namely, unimorph

and bimorph, shown in Fig. 1. In the unimorph configu-

ration [27], there is only one operational piezoelectric

layer. A unimorph actuator has both active and passive

layers. The passive layers are used for offsetting the

neutral axis so that the piezoelectric force can generate

a moment about it. In the bimorph configuration [28]

there are two active piezoelectric layers, which are

simultaneously actuated. The electrodes sandwiching

the actuator are properly designed and routed so that

the two layers provide for additive bending moments

and generate a greater deflection per volt than in the

unimorph case, for a given piezoelectric layer thickness.

Majority of the piezoelectric switches made till date

have employed either Lead Zirconate Titanate (PZT)

or Aluminum Nitride (AlN) as their functional mate-

rial. When compared to PZT, AlN has the advantage of

being compatible with CMOS processes and foundries

(by being lead free), exhibits a lower leakage

current for comparable film thicknesses and has

a lower dielectric constant, which ultimately translates

to reduced power consumption for a given actuator

dimension. PZT does exhibit a higher piezoelectric

coefficient than AlN, but repeatability of high-quality

PZT films has been known to be a challenge.
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NEMS Piezoelectric Switches, Fig. 1 Schematic representa-

tion of the piezoelectric actuator (showing the length (L), width

(w), and thickness (t) of the actuator) made of two piezoelectric

layers and three metal layers illustrating the two common

topologies used for actuation, i.e., the unimorph (using one

layer of piezoelectric material for actuation) and bimorph

(using two layer of piezoelectric material for actuation)
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This, along with the need to pole PZT post deposition

(in the sol-gel process) has been the major reason why

none of the prominent examples of PZT switches

employ bimorph actuation, whereas this can be easily

achieved when using AlN. Unlike PZT, AlN is easy to

fabricate and has shown preservation of piezoelectric

coefficients when scaled from thick (1 mm) to thin

(100 nm) films [29]. Another unique advantage that

AlN-based devices have over PZT-based devices is

the ability of easy integration with the already

well-established AlN-based contour-mode resonator

technology [30–33]. With this integration new classes

of transceivers that will use single-chip multifrequency

and highly reconfigurable systems capable of low

power and low loss operation can be realized.
AlN-Based Dual-Beam Piezoelectric RF
MEMS Switch

RF MEMS Switch

The AlN-based MEMS switch described herein

utilizes a novel dual-beam design, i.e., it consists of

two symmetric, released beams that face each other

and move in opposing directions (with respect to each

other) with the same two inputs. Figure 2 shows an

SEM of a dual-beam switch and the two inputs (i.e., the

body and the gate) that are required for the switch to

function. The reason for implementing such a design is

the presence of residual stress in released multilayered

structures. Residual stresses in MEMS and NEMS

devices are unwarranted effects that result

from the fabrication processes that occur at elevated

temperatures. The residual stresses affect the structural

reliability and the performance of the system.
The deflection induced by residual stresses can cause

significant variation in threshold voltages and can lead

to a normally closed switch, and, in extreme cases, the

release can lead to large deflections rendering

the switch inoperable. Therefore, it is essential to

overcome this effect in MEMS switches. The

dual-beam design helps reducing the impact of this

and is introduced primarily because of the need to

fabricate switches immune to these residual stresses.

In the dual-beammechanism employed, both beams

can be actuated simultaneously, thus giving: (1) low

actuation voltage (halved, as compared to just one

beam moving the whole gap), (2) high contact forces

(3) active pull-off to open the switch, and (4) faster

switching times (as each beam has to move only half

the gap). The nano-gap, shown in the zoomed-in view

in Fig. 2, is what enables the switch to achieve both

good contact forces and isolation.

The three-finger dual-beam switch design used for

implementing piezoelectric devices was inherited from

the initial RF switch development [21]. This topology

comprises of using two symmetric released beams

facing each other. Each of these two beams is made

of three separate fingers (hence the three-finger

design), the two outer fingers are used for actuation

and the central finger is employed solely for carrying

the signal from the source to the drain as to avoid any

gate to source/drain overlap (Fig. 3). The actuators are

made up of two layers of AlN, so this design helps in

realizing bimorph actuation in piezoelectric switches.

Integration with Contour-Mode Technology

As mentioned earlier, one of the biggest advantages

of developing an AlN-based RF MEMS switch was

the ability to integrate it with the already proven



NEMS Piezoelectric
Switches, Fig. 3 Schematic

representation of the

piezoelectric switch, showing

the three-finger dual-beam

design. The two pads are used

to apply the gate and body-bias

voltages and are properly

connected to the layers of

either actuator so that they

actuate both the beams

simultaneously

NEMS Piezoelectric
Switches, Fig. 2 A SEM of

a fabricated three-finger AlN

MEMS switch with a zoomed-

in view of the planarized nano-

air gap (�200 nm). Single gate

and body terminals are created

by appropriate electrode

routing
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contour-mode technology to form switchable fre-

quency control elements. This monolithic integration

has the potential to tremendously impact the size and

power efficiency of RF front-ends by drastically reduc-

ing parasitics and off-state leakage. Figure 4a shows an

SEM of the monolithically integrated third order AlN

contour-mode technology filter along with an AlN

switch. Figure 4b shows the frequency response of

the filter when it has been switched on and off. An

attenuation of >50 dB was measured between the on
and off states of the filter. Themeasurements also show

the performance of the filter without the switch. The

inset in Fig. 4b shows a zoomed-in view of the differ-

ence in insertion loss of the filter with the switch and

without the switch, at the filter’s center frequency

(�99 MHz). The presence of the switch in the measur-

ing path introduces a low loss in the performance of the

filter, by increasing the insertion loss by �0.5 dB.

Such integration of switches and frequency control

components has the potential to enable new
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NEMS Piezoelectric
Switches, Fig. 4 (a) SEM of

a monolithically integrated RF

MEMS switch with a contour-

mode filter. (b) Shows the

experimental results of

a switchable AlN filter

effectively being turned on

and off by an AlN RF MEMS

switch. The switch introduces

low loss and enables a single-

chip switchable filter bank

solution
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reconfigurable RF architectures based on massive

arrays of multifrequency AlN contour-mode resona-

tors and filters.
MEMS/NEMS Switch-Based Logic Using
Body-Biasing

MEMS switches can also be easily employed for

computing applications. Scaling of CMOS technology
to the nano-regime is facing issues with power

consumption and reduction of threshold voltages.

For overcoming these challenges the International

Technology Roadmap for Semiconductors (ITRS)

has recognized the development of technologies, like

nanomechanical computing based on NEMS switches,

as a possible solution for future electronic transistor

replacement. Unlike transistors, MEMS/NEMS

switches do not suffer from the drawback of passive

power loss as they usually have an air gap instead of
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NEMS Piezoelectric Switches, Fig. 5 (a) 3D schematic of

a three-finger dual-beam AlN switch highlighting the source,

drain, gate, and body terminals. It also shows the A–A0 cross-
section used to illustrate the body-biasing method. (b) Schematic

representation of the principle of operation of an AlN MEMS

switch in grounded and body-biased mode of operation. By

applying a bias to the body terminal [�(Vgate–1)] V, the same

effective potential required to close the switch is applied across

the AlN layer with a lowered gate voltage of 1 V (1 V is used here

as an example, but, theoretically, any value is possible thanks to

the extreme linearity of the body-bias technique in

a piezoelectric AlN film). This effectively reduces the dynamic

energy required for every switching operation. The gold tip is not

present along the A–A0 cross-section, but is drawn here to aid the
understanding of the mechanism of device operation
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the physical channel between the source and the drain.

Therefore, they can be used for developing efficient

low power computing devices. AlN-based switches

have been used to implement a unique MEMS switch

actuation methodology, i.e., the body-biased actuation,

which has enabled low voltage demonstration of basic

logic-building blocks. These switches can be referred

to as piezoelectric mechanical transistors (MTs)

as they use mechanical transduction to achieve the

function that is traditionally carried out by electronic

transistors.

Body-Biased Actuation

As mentioned earlier, piezoelectric actuation necessi-

tates the presence of two actuation electrodes

that sandwich the piezoelectric material and create an

electric field across it. It is this electric field across the

piezoelectric film, which generates the strain that leads

to actuation. A body bias, in the present context, stands

for a constant and floating voltage applied to one of

the actuation electrodes. Traditionally, the actuators

are operated by applying a voltage (Vgate) to the

gate terminal, which is greater in magnitude than the

threshold voltage (Vth) of the device, i.e., Vgate > Vth.

This mode of actuation is referred to as the “grounded”

mode of actuation, since the body terminal of

the device is grounded, shown in Fig. 5b. Instead, in

the “body-biased” mode of operation, the previously

grounded electrode is biased to a constant voltage

(Vbias) close in magnitude (but opposite in polarity) to

the threshold voltage so that a lower gate voltage can

be used to open and close the switch. In Fig. 5, the

body-biased mode of actuation is explained schemati-

cally using a cross-section of a three-finger dual-beam

switch [19, 20]. Figure 5b presents a scenario where

the gate voltage of the MT is reduced from Vgate to 1 V

by using a body-bias voltage of �(Vgate�1). This new
and lower threshold voltage leads to a smaller swing

voltage, which effectively lowers the energy required

for actuation. From a mechanical perspective,

body-biasing can be explained as preloading

(prebending) of the beams that form the actuators.

Effectively, body-biasing corresponds to the reduction

of the air gap between the two contacting surfaces

and translates into the ability of tuning the device

threshold voltage by modulating the size of the initial

contact gap.

By using the body-biased mode of actuation,

the threshold voltage of a piezoelectric switch can be
tailored to be any value. The same switch can have

a negative or positive threshold voltage, as shown in

Fig. 6. The major aim of this technique is to reduce the

threshold voltage in magnitude (as low as 1–20 mV),

which can be easily achieved by body-baising.

The absence of a doped channel in the MT renders

the classification of n- or p-type devices ambiguous.

Moreover, this provides the MT with an unparalleled
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NEMS Piezoelectric Switches, Fig. 6 (a) Schematic repre-

sentation of the complementary operation made possible in

piezoelectric switches by using the body-biasing method. By

changing the polarity of the body-bias and the electrodes to

which it is applied, the nature of the switch (p- or n-like) can

be modified without any alteration to its layout design or

fabrication. (b, c) Experimental data verifying that the switch

threshold voltage (Vth) can be tuned by varying the value of the

body bias. This data show that the body-bias technique enables

the implementation of variable threshold voltages on the same

die and in the same process. The current measurement was

limited to a maximum value of 100 mA

N 1884 NEMS Piezoelectric Switches
ability to choose or vary the nature of a switch on the

basis of need, i.e., the same switch can be made into an

n- or p-like device (in analogy to p-type and n-type

CMOS) without any change in design or fabrication by

simply switching the polarity of the body-bias and

applying it to the opposing actuating electrode set

(as shown in Fig. 6a). For the switch to be actuated,

the magnitude and direction of the electric field in the

piezoelectric material has to be preserved. The polarity

and value of the potential on any particular electrode is

inconsequential.

The subthreshold slope has been measured to be

<1 mV/dec as the actuation of these structures is not

limited by thermal noise. This gives these switches
with body-bias the ability to lose nearly no power

when they are in standby.

An Agilent B1500A Semiconductor Parameter Ana-

lyzer was used for measuring the switch threshold volt-

age as a function of body bias applied to the MT.

Figure 6b, c illustrate the results of 11 successive

scans, each, on a 200 � 200 mm2 device, showing the

change in the threshold voltage (Vth) as the body-bias

(Vbias) is increasedwith a 250mV step per scan, both for

an n-like and a p-like MT. Equivalent to an n-type

CMOS transistor, the MT can be made to operate as

a depletion or enhancement mode device depending on

the value of the body-bias. The absolute value of the

body-bias voltages were the same for both the scan sets.
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NEMS Piezoelectric Switches, Fig. 7 (a) Schematic represen-

tation of the switch layout showing the wiring that was required

to form the NAND gate. The electronic schematic of

a conventional NAND is also shown to illustrate the similarities

between the two implementations. (b) Experimental data for one

cycle of operation of a NAND gate made using mechanical

switches and its corresponding truth table. This implementation
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Good agreement between threshold values for

corresponding positive and negative body-bias values

was observed, but small differences in the magnitude of

the threshold voltage (10–120 mV) between the n-and

p-like cases were recorded and can be attributed

to subtle changes in the adhesive forces due to the

evolution of the contact. These data conclusively

show that, by using body-biasing the same switch can

be made to behave either as an n-like switch or as

a p-like switch.

Logic-Building Blocks UsingMEMS/NEMS Switches

For initial demonstration of mechanical logic achieved

by AlN MTs the logic circuit layout was adopted

directly from traditional CMOS design andmechanical

transistors were used to simply replace the CMOS

transistors. This approach was used to implement and

validate the ability of realizing low swing voltage

dynamically operated complementary piezoelectric

logic circuits via body-biasing.

These three-finger dual-beam AlN MEMS switches

have been able to demonstrate logic elements like

inverters, NAND, and NOR gates. The key factors

that have enabled this low voltage demonstration

are the use of thin AlN films (250 nm) and of the

body-biasing technique. Two AlN MEMS switches

were used to demonstrate a low voltage digital inverter

using body-biased AlN switches capable of fast

switching (�220 ns). The mechanical inverter formed

was tested at 100 Hz with a  1.5 V (square input

wave) voltage swing. The NAND and NOR structures

were formed by wire-bonding four separate switches in

the desired configuration. The mechanical NAND was

formed by using AlN mechanical switches with one

input at 100 Hz and the other at 50 Hz with a  2 V

voltage swing, as shown in Fig. 7a. The experimental

results and superimposed equivalent truth table for the

dynamic testing of a single cycle of a mechanical

NAND gate is shown in Fig. 7b.
was achieved with a  2 V swing
AlN Device Scaling and Nano-Actuator
Development

The necessity to miniaturize theMT and improve device

density, scaling of AlN MTs has to be investigated and

projected. The results of an analysis of how dimensional

scaling affects various important actuator parameters

such as displacement, dE, resonance frequency, fn,
contact force, Fc, gap size, g, as well as the energy

consumption, (En)E, and power consumption, PE, of

a simple logic gate is show in Table 1. The analysis

was carried out assuming uniform scaling of the actuator

(Fig. 8), i.e., scaling of all the dimensions of the actuator

together by the same factor. The other assumption of this



NEMS Piezoelectric Switches, Table 1 Scaling factors for

constant-field scaling of piezoelectric MTs. Scaling factor: k

Property

Relation to independent

variables ðL;w; t;VÞ
Constant-

field scaling

Displacement ðdEÞ / L2

t
/ 1

k1

Contact force ðFCÞ / wt2

L
/ 1

k2

Resonance

frequency ðfnÞ
/ t

L2 / k1

Gap ðgÞ / L2

t
/ 1

k1

Body-bias voltage / L2

t
/ 1

k1

Energy ðEnÞE / wLV / 1
k3

Power ðPEÞ / wtV
L / 1

k2

NEMS Piezoelectric Switches, Fig. 8 3D schematic showing

uniform scaling as has been proposed for the mechanical tran-

sistors. All the dimensions of the actuator should be scaled by the

same factor

Unimorph Experimental Data

Bimorph Experimental Data
Unimorph FEM Simulation
Bimorph FEM Simulation
Unimorph Actuation Fit
Bimorph Actuation Fit
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NEMS Piezoelectric Switches, Fig. 9 Results of deflection

testing of beams of different lengths with unimorph actuation

(single layer) and bimorph actuation (double layer) at 4 V and

their agreement with FEM analysis. The dashed line shows the
square dependence that exists analytically between tip displace-

ment and beam length
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study was the use of constant electric field, i.e., the

magnitude of the electric field in the piezoelectric was

kept constant throughout the scaling process. From

the prospective of energy and power consumed the

advantages of scaling are amply visible in the table. It

is interesting to note the similarities to CMOS scaling.

The scaling of the channel length and the thickness of the

gate oxide are effectively analogous to the scaling of the

actuator length and the piezoelectric film thickness. As

for CMOS scaling, MT scaling also leads to a linear

increase in speed and quadratic reduction in power.

In the past, the biggest hurdle in the scaling of

piezoelectric transduction to the nanoscale has

been the degradation of piezoelectric properties due

to limited orientation in thin films and increases in

internal stresses (cracking and excessive deformations

in released structures). With better control over

the deposition parameters and extensive process devel-

opment ultrathin AlN films have been successfully

developed and demonstrated [34–36].

Nanoactuators have been developed to study the

effect of scaling (to the nano-regime) on the
piezoelectric properties of AlN. The films were suc-

cessfully scaled down to the thickness of 100 nm, and

actuators as well as switches were fabricated using

them. DC voltage-induced nano-beam deflections of

six beams of different lengths (5–18 mm) under

unimorph and bimorph actuation at 4 V are shown in

Fig. 9. Themeasurements were made by a Zygo optical

profilometer. Both layers of AlN have been individu-

ally actuated and the deflection measurement for each

individual layer and both the layers actuated together

closely match the FEM predictions (using COMSOL).

This matching with FEM analysis verifies the depen-

dence of vertical displacement on the square of the

beam length as predicted by conventional Euler

beam-bending equations. These deflection measure-

ments along with analytical solutions for the deflection

of piezoelectric unimorph and bimorph beams [37]

were used for extracting the d31 piezoelectric coeffi-

cient of the ultrathin AlN film. The extracted experi-

mental d31 is within 5% of the theoretical value of the

piezoelectric coefficient.

Finally, the successful scaling of the AlN film led

to the demonstration of an AlN piezoelectric

nanoswitch that employed 100 nm thick AlN films.

These switches validate the use of the body-biasing

technique at the nanoscale. As the thickness of the

films has been scaled to the nano-dimensions the

body-bias voltages have been lowered to <6 V and



NEMS Piezoelectric Switches 1887 N

a better control over the actuator motion has been

demonstrated. This enhanced control over switching

translates into a threshold voltage of �1 mV and the

ability to potentially operate with supply voltages of

few 10 s of mV.

These demonstrations, both in the RF domain as

well as in the field of mechanical computing,

clearly show the scalability and the potential that this

piezoelectric mechanical switch/MT technology

possesses. Given continued effort this can lead to

development of low power highly integrated RF and

computing systems.
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NEMS Resonant Chemical Sensors

Matteo Rinaldi
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Synonyms

NEMS gravimetric chemical sensors; NEMS

gravimetric sensors; NEMS mass sensors; NEMS

resonant mass sensors
Definition

Nanoelectromechanical System (NEMS) Chemical

Sensors are devices that combine electrical and

mechanical functionalities at the nanoscale for the

detection of minute concentrations of target gaseous

compounds in the environment. A NEMS Resonant

Chemical Sensor is composed of three fundamental

elements: an electrically driven nanomechanical reso-

nator (NEMS resonator), a chemical interactive mate-

rial (CIM) deposited on the surface of the NEMS

resonator, and a readout system. The natural resonance

frequency of the nanomechanical resonator is highly

sensitive to variations in the device mass per unit area.

Therefore, any small amount of mass per unit area

loaded on the nanomechanical resonator will produce

a relatively large shift in the natural resonance fre-

quency of the device. The smaller is the mass per unit

area of the mechanical resonator itself, the larger is the

shift in resonance frequency for a given amount of

mass per unit area loaded on the device surface. There-

fore, an ultra-miniaturized (nano) mechanical resona-

tor, with an extremely low mass per unit area, is

ultrasensitive to mass loading per unit area. When the

sensor is exposed to a certain concentration of a target

gaseous compound, a number of gas molecules per unit

area (mass per unit area), depending on the affinity

between the CIM and the target gas, are absorbed by

the CIM on the NEMS resonator surface causing a shift

in its natural resonance frequency. Since a specific

amount of mass per unit area is absorbed by the CIM

for a given concentration of gas in the environment and

a specific shift in resonance frequency is caused by

a given amount of mass per unit area loaded on the
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NEMS resonator, it is possible to quantitatively detect

the concentration of the target gas by monitoring the

natural resonance frequency of the NEMS resonator.

The resonance frequency of the NEMS resonator is

monitored over time and converted into an electrical

signal by the readout system. The fundamental perfor-

mances of a NEMS resonant chemical sensor are

expressed in terms of limit of detection (LOD),

response time, and selectivity. The LOD is the smallest

amount of adsorbed mass per unit area (hence mini-

mum gas concentration given a certain CIM) that can

be resolved by the sensor. This quantity is inversely

proportional to the resonator sensitivity to mass load-

ing per unit area and directly proportional to the fre-

quency fluctuations induced by the noise generated in

the resonator and in the readout system. Therefore,

a nanomechanical resonator characterized by a very

large sensitivity to mass loading per unit area and

a very low noise is the best candidate for the imple-

mentation of a high performance NEMS resonant

chemical sensor. Response time and selectivity are

instead determined by the chemical and physical

properties of the CIM employed.
N

Main Text

In recent years, the demand for highly miniaturized

sensor arrays capable of selectively detecting

extremely small concentrations (part per trillion, ppt)

of multiple gaseous analytes has steadily grown. The

necessity to detect such small concentrations requires

reliably measuring extremely small variations in the

sensor output signal. In this perspective, gravimetric

sensors, such as Quartz Crystal Microbalances

(QCMs), have a significant advantage over other

sensor technologies (conductance-based sensors,

Chem-FET, or optical sensors) since they use

frequency as the output variable, which is one of the

physical quantities that can be monitored with the

highest accuracy [1].

Nevertheless, smart, compact, portable, and low

cost electronic noses for multiple gas detection cannot

be implemented with bulky and unintegrable QCMs.

Even if QCMs have been successfully employed as

gravimetric sensors, thanks to their extremely high

quality factors, which permit to obtain limits of mass

detection in the order of few nanograms, their

relatively large volume and their inability to be directly
integrated on silicon render them unattractive for the

fabrication of sensor arrays composed of a large

number of mechanical elements.

In response to this growing demand for miniaturi-

zation, the use of microelectromechanical (MEMS)

and nanoelectromechanical (NEMS) resonators for

sensing applications has been extensively explored.

The scaling of the device dimensions enables the fab-

rication of ultrasensitive nanomechanical gravimetric

sensors that can be arranged in single-chip arrays

capable of selectively detecting extremely small

concentrations (ppb-ppt) of multiple gaseous analytes.

Different MEMS/NEMS resonator technologies

based on electrostatic or piezoelectric transduction [2,

3] or piezoresistive displacement transduction [4] have

been proposed. In particular, NEMS resonators have

been exploited as transducers for the realization of

extremely sensitive gravimetric sensors. Sub-attogram

mass resolution has been demonstrated in NEMS

cantilevers [4], thanks to the minuscule mass and the

relatively high quality factor (Q). Nevertheless the

greatly reduced dimensions of these devices render

their transduction extremely difficult and require the

use of cumbersome, complex, and power-inefficient

readout techniques.

In this perspective, optimal sensor performance is

attained by synthesizing a transducer that occupies

a large area (which facilitates efficient transduction)

and is very thin (which allows fabricating low

mass devices with ultrahigh sensitivity). Suspended

membranes with thickness in the nanometer range are

therefore desirable. Flexural plates (instead of beams)

are a good compromise [5], but higher frequencies and

power handling are achieved in bulk mode acoustic

resonators [3, 6].

A particularly representative example of high per-

formance bulk mode acoustic NEMS resonant sensors

that will be described here involves exciting high fre-

quencies bulk acoustic waves in a piezoelectric nano-

plate (thickness 250 nm) made of Aluminum Nitride

(AlN). Such AlN Piezoelectric Nano-Plate Resonant

Sensor (NPR-S) technology is not only characterized

by high values of sensitivity, due to the reduced mass

and high frequency of operation of the nanomechanical

resonant element, but it is also associated with low

noise performance, due to the combination of high

quality factor, Q, and power handling capability of

the bulk acoustic wave NEMS resonators. In addition,

the AlN nano-plate composing the NPR-S can be



DNA

n-W

WT

Nanoenabled AIN NPR-S
BVD Model Pierce Oscillator

50 Ω
Buffer

C0

RM

CM

LM

C1

C2M1

M3

M2

VB2

VOUT

VDD2
VDD1

L

Signal

NEMS Resonant Chemical
Sensors, Fig. 1 Schematic

representation of the

fabricated nanoenabled AlN

NPR-S connected in

a self-sustained oscillator loop

(Pierce oscillator). The

butterworth van dyke (BVD)

model is used to describe the

resonator behavior

N 1890 NEMS Resonant Chemical Sensors
efficiently actuated and sensed piezoelectrically on-

chip solving the fundamental transduction issues asso-

ciated with electrostatically transduced NEMS resona-

tors and enabling the use of compact and low power

CMOS circuits for electronic readout (Fig. 1). The

sensor affinity for the adsorption of volatile organic

chemicals such as 2,6 dinitrotoluene is enhanced by

functionalizing the top gold electrode of the device

with a thiol-terminated single stranded DNA sequence

(Thiol - 50 CTTCTGTCTTGATGTTTGTCAAAC30)
and the ability to detect concentrations in the ppt

range is demonstrated. Thanks to the unique combi-

nation of extremely important features such as high

sensitivity, low noise, efficient transduction, small

form factor, and CMOS integration capability, the

NPR-S represents one of the most suitable technol-

ogies to devise high performance portable gas sen-

sors arrays that can be easily incorporated in

wireless devices and sensor networks for distributed

environmental or personal health monitoring.
NEMS Resonant Chemical Sensor Design

The fundamental metrics that need to be considered

for the design of high performance NEMS resonant

chemical sensors are expressed in terms of limit of

detection (LOD), response time, and selectivity. The

LOD is the smallest amount of adsorbed mass per unit

area (hence minimum gas concentration given

a certain chemical interactive material, CIM) that

can be resolved by the sensor. This quantity is

inversely proportional to the resonator sensitivity to

mass loading per unit area and directly proportional to

the frequency fluctuations induced by the noise gen-

erated in the resonator and in the readout system.

Therefore, a nanomechanical resonator characterized
by a very large sensitivity to mass loading per unit

area and a very low noise is the best candidate for the

implementation of a high performance NEMS reso-

nant chemical sensor. Response time and selectivity

are instead determined by the chemical and physical

properties of the CIM employed. A particularly rep-

resentative example of high performance NEMS res-

onant chemical sensor design is given by the

Aluminum Nitride (AlN) Nano-Plate Resonant Sen-

sor (NPR-S) technology, which will be described in

details herein.

The Aluminum Nitride (AlN) Nano-Plate Resonant

Sensor (NPR-S) technology involves exciting a high

frequency contour-extensional mode of vibration

(Fig. 2) in piezoelectric nano-plates (thickness

250 nm) made out of AlN. The capability to excite

higher order contour-extensional mode of vibration

in micro-scale AlN plates has been demonstrated by

the AlN Contour-Mode resonator (CMR) technology

[3, 7, 8]. High performance AlN Contour-Mode reso-

nators in the very high frequency (VHF), ultrahigh

frequency (UHF), and superhigh frequency (SHF)

range (20 MHz–10 GHz) and quality factors, Qs,

between 1,000 and 3,000 have been reported [7–9].

Piezoelectric sensing and actuation of these devices

have been successfully employed in theMEMSdomain.

While the scaling into the nano-domain of the AlN

CMR core technology has been exploited for the imple-

mentation of AlN Nano-Plate Resonators with unique

performances in sensing applications [10–15].

The reduced mass of the mechanical resonator along

with the high quality factor values and the power han-

dling capabilities make the AlN NPR-S technology

capable of achieving unprecedented values of limit of

detection to mass per unit area in the order of zg/mm2.

An AlN NPR-S is composed of an AlN nano-plate

sandwiched between two metal electrodes (Fig. 2).
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When an AC voltage is applied across the thickness (T)
of the device, a contour-extensional mode of vibration

is excited through the equivalent d31 piezoelectric

coefficient of AlN. Given the equivalent mass density,

req, and Young’s modulus, Eeq, of the material stack

(AlN and metal electrodes) that forms the resonator,

the center frequency, f0, of this laterally vibrating

mechanical structure is univocally set by the period,

W, of the metal electrode patterned on the AlN plate

and can be approximately expressed as in Eq. 1.
ffiffiffiffiffiffiffis

f0 ¼ 1

2W

Eeq

req
(1)

The other two geometrical dimensions, thickness,

T, and length, L, set the equivalent electrical

impedance of the resonator [3] and can be designed

independently of the desired resonance frequency.

The sensitivity to mass per unit area of an AlN

NPR-S loaded on its top surface can be expressed as

in Eq. 2 [10, 16].

S ¼ � f0
2reqT

(2)
It is worth noting that the resonance frequency,

f0, and the thickness, T, of the AlN NPR-S are

two independent variables while for QCMs they

are intrinsically coupled and cannot be set indepen-

dently from one another. This is an important

and unique advantage of AlN NPR-S. In fact, it

permits to set the frequency of operation of these

devices according to the specifications of the desired

application and independently obtain the required

value of mass sensitivity by scaling the device

thickness.

Nevertheless, the mass sensitivity of the device

cannot be considered the only important parameter

for the design of a high performance gravimetric

sensor. In fact, the limit of detection, LOD, of the

sensor (smallest amount of adsorbed mass per unit

area that can be resolved) is defined as in Eq. 3:
LOD ¼ min

S
(3)

where Dfmin indicates the minimum frequency shift

detectable by the sensor readout. Thus, the perfor-

mance of the sensor can be improved by reducing the

thickness, T, of the AlN layer up to the limit at which

the smallest value of the ratio, Dfmin/f0, is preserved.
For example, Dfmin/f0 comparable to thicker films and

as low as 9	10�8 has been attained for a nanoscaled

device.

Another crucial aspect directly related to the scaling

of the device is the complexity, size, and power effi-

ciency of the required sensor readout. In particular, the

ability to connect the nanoelectromechanical resonator

to a self-sustained oscillator loop for direct frequency

readout greatly simplifies the design of multiplexed

sensor platforms involving large arrays of resonant

devices. Self-sustained, high performance, Pierce-like

oscillator circuits based on thick film (2–3 mm) AlN

Contour-Mode MEMS Resonator (CMR) have been

demonstrated [17]. The primary power loss in these

oscillator circuits is due to the motional resistance, Rm,

of the resonator [17], whose value is inversely propor-

tional to the device figure of merit, kt
2	Q [17], where kt

2

represents the device electromechanical coupling and

Q its quality factor. Therefore, the kt
2	Q product of the

AlN NPR-S needs to be maintained sufficiently large

(>10) to be able to connect it to a compact and

low power self-sustained oscillator circuit for direct

frequency readout.
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A particular device design that proves the scaling

advantages of the AlN NPR-S technology consists of

a 220 MHz (W ¼ 15 mm) AlN resonant nano-plate

whose thickness was set to be, T ¼ 250 nm, in order

to improve the sensitivity of the resonant sensor.

The oscillator circuit topology used as readout for

this 250-nm-thick AlN NPR-S is described in more

detail in [17]. Briefly, the circuit (Fig. 1) consists of

a Pierce oscillator implemented by means of a CMOS

inverter biased in its active region. Transistors M1 and

M2 form the CMOS inverter while transistor M3 acts

as a large resistor to provide biasing in the active

region of M1 and M2.

Being functionalization another important aspect in

the design of a resonant sensor, an interface layer

between the CIM and the VOC has to be selected. In

the case of this 250-nm-thick ALNNPR-s, the top gold

(Au) electrode was chosen and used to attach thiolated

single stranded DNA (HS-ss-DNA) sequences [18].

The capability of single stranded DNA to selectively

enhance the adsorption of volatile organic compounds

such as dimethyl-methylphosphonate (DMMP, a stim-

ulant for nerve agent sarin) and 2,6 dinitrotoluene

(DNT, a stimulant for explosive vapors) has been

recently demonstrated [16]. Therefore, in order to

enhance the sensor affinity for the adsorption of volatile

organic chemicals, the top gold electrode of the AlN

NPR-S device was directly functionalized with a thiol-

terminated ss-DNA sequence. The capability of

employing CIMs with increased effective adsorbing

area based on single wall carbon nanotubes (SWNTs)

directly grown on the top surface of a micro-scale CMR

and functionalized by DNA strands has also been dem-

onstrated [16].
NEMS Resonant Chemical Sensor
Performance

The performances of NEMS resonant chemicals sensor

can be fully characterized by performing three sets of

experiments: (1) Open loop measurements (i.e., fre-

quency response of the nanomechanical resonator in

Fig. 3) are performed to extract the device sensitivity to

mass loading and extract the electromechanical param-

eters of the NEMS resonator [10]. (2) The NEMS

resonator is then connected to a self-sustained
oscillator circuit (Fig. 4) for direct frequency readout

and closed-loop characterization of the resonant sensor

performance in terms of noise and power consumption

is performed. (3) Finally the sensor is exposed

to different concentrations of the target gaseous

compounds to verify detection capability. For the

ss-DNA-functionalized 250-nm AlN NPR-S described

herein, an open loop measurement (frequency

response) was first performed and the sensitivity to

mass loading was extracted to be approximately

41.6 KHz	mm2/fg [10]. Despite the device volume

reduction, high Q (�1,400 in air) and high kt
2

(�1.6%) were attained (Fig. 3) enabling the direct

wire bonding of the AlN NPR-S to an oscillator circuit

chip fabricated in the ON Semiconductor 0.5 mm
CMOS process. The 220 MHz oscillator used

a 1.67 V supply voltage and 300 mA of biasing current,

which give a total power consumption of 501 mW.

In order to estimate the noise limited minimum

frequency shift (Dfmin) detectable by the readout of

a NEMS resonant chemical sensor, the short-term fre-

quency stability of the oscillator output signal is char-

acterized by measuring its Allan deviation, sY(t), [19].
The measured values of Allan deviation for the

220 MHz AlN NPR-S described here are reported in

Fig. 5. The minimum value of Allan deviation

recorded is approximately 20 Hz and it is achieved
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for a gate time, t, of 100 ms. Therefore, considering

a minimum detectable frequency shift, Dfmin, of 20 Hz,
a limit of detection of mass per unit area of about

481 zg/mm2 can be estimated. This translates to an

extrapolated limit of detection for DNT concentrations

of about 15 part per trillion (ppt) [20].

The detection capability of a NEMS resonant chem-

ical sensor is finally tested by exposing the device to
known concentrations of a target analyte and monitor-

ing the respective frequency shifts of the oscillator

output signal. The ss-DNA-functionalized AlN NPR-

S in example was exposed to DNT vapor (generated by

bubbling method [10]). The improved affinity of the

AlN NPR-S to the DNT vapor, due to ss-DNA

functionalization (Fig. 6), enabled the detection of
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very minute analyte concentrations. The measured

sensor response for different concentrations of DNT,

ranging between 0.2% and 1% of the saturated vapor

pressure, is reported in Fig. 7. Considering that the

DNT saturated vapor pressure at room temperature is

equal to 5.67	10�4 Torr [20], a concentration of DNT

as low as 1.5 ppb was detected by the fabricated

nanoenabled AlN NPR-S prototype.
Cross-References

▶Laterally Vibrating Piezoelectric Resonators

▶Nanomechanical Properties of Nanostructures

▶ Piezoelectric Effect at Nanoscale

▶ Self-Assembled Monolayers
References

1. Vig, J.R., Filler, R.L., Kim, Y.: Uncooled IR imaging array

based on quartz microresonators. J. Microelectromech. Syst.

5, 131–137 (1996)

2. Wang, K., Wong, A.-C., Nguyen, C.T.C.: VHF free-free

beam high-Q micromechanical resonators. J.

Microelectromech. Syst. 9, 347–360 (2000)

3. Piazza, G., Stephanou, P.J., Pisano, A.P.: Piezoelectric

aluminum nitride vibrating contour-mode MEMS resona-

tors. J. Microelectromech. Syst. 15, 1406–1418 (2006)

4. Li, M., Tang, H.X., Roukes, M.L.: Ultra-sensitive

NEMS-based cantilevers for sensing, scanned probe and
very high-frequency applications. Nat. Nanotechnol. 2,

114–120 (2007)

5. Lee, H.J., Park, K.K., Oralkan, O., Kupnik, M.,

Khuri-Yakub, B.T.: CMUT as chemical sensor for DMMP

detection. In: 2008 IEEE International Frequency Control

Symposium, pp. 434–439 (2008)

6. Ruby, R., Merchant, P.: Micromachined thin film bulk

acoustic resonators. In: Proceedings of the 48th IEEE

International Frequency Control Symposium, pp. 135–138

(1994)

7. Rinaldi, M., Zuniga, C., Chengjie, Z., Piazza, G.:

Super-high-frequency two-port AlN contour-mode resona-

tors for RF applications. IEEE Trans. Ultrason. Ferroelectr.

Freq. Control 57, 38–45 (2010)

8. Rinaldi, M., Zuo, C., Van der Spiegel, J., Piazza, G.:

Reconfigurable CMOS oscillator based on multifrequency

AlN contour-mode MEMS resonators. IEEE Trans.

Electron. Dev. 58, 1281–1286 (2011)

9. Rinaldi, M., Zuniga, C., Piazza, G.: 5–10 GHz AlN contour-

mode nanoelectromechanical resonators. In: IEEE

22nd International Conference on Micro Electro Mechani-

cal Systems, 2009. MEMS 2009, Sorrento, pp. 916–919

(2009)

10. Rinaldi, M., Zuniga, C., Piazza, G.: Ultra-thin-film AlN

contour-mode resonators for sensing applications. In:

Ultrasonics Symposium (IUS), 2009 IEEE International,

pp. 714–717 (2009)

11. Rinaldi, M., Zuniga, C., Duick, B., Piazza, G.: Use of

a single multiplexed CMOS oscillator as direct frequency

read-out for an array of eight AlN contour-mode NEMS

resonant sensors. In: Proceedings of IEEE Sensors 2010,

pp. 2666–2670 (2010)

12. Rinaldi, M., Piazza, G.: Effects of volume and frequency

scaling in AlN contour mode NEMS resonators on oscillator

phase noise. In: 2011 Joint Conference of the IEEE Interna-

tional Frequency Control and the European Frequency and

Time Forum (FCS), pp. 1–5 (2011)

13. Rinaldi, M., Zuniga, C., Piazza, G.: ss-DNA functionalized

array of ALN contour-mode NEMS resonant sensors with

single CMOS multiplexed oscillator for sub-ppb detection

of volatile organic chemicals. In: IEEE 24th International

Conference on Micro Electro Mechanical Systems (MEMS

2011), pp. 976–979 (2011)

14. Zuniga, C., Rinaldi, M., Piazza, G.: High frequency

piezoelectric resonant nanochannel for bio-sensing

applications in liquid environment. In: 2010 IEEE Sensors,

pp. 52–55 (2010)

15. Zuniga, C., Rinaldi, M., Piazza, G.: Reduced viscous

damping in high frequency Piezoelectric resonant

nanochannels for sensing in fluids. In: 2011 IEEE 24th

International Conference on Micro Electro Mechanical

Systems (MEMS), pp. 960–963 (2011)

16. Zuniga, C., Rinaldi, M., Khamis, S.M., Johnson, A.T.,

Piazza, G.: Nanoenabled microelectromechanical sensor

for volatile organic chemical detection. Appl. Phys. Lett.

94, 223122–223122-3 (2009)

17. Zuo, C., Van der Spiegel, J., Piazza, G.: 1.05 GHz MEMS

oscillator based on lateral-field-excited piezoelectric AlN

resonators. In: Frequency Control Symposium, 2009 Joint

with the 22nd European Frequency and Time forum. IEEE

International, pp. 381–384 (2009)

http://dx.doi.org/10.1007/978-90-481-9751-4_307
http://dx.doi.org/10.1007/978-90-481-9751-4_107
http://dx.doi.org/10.1007/978-90-481-9751-4_273
http://dx.doi.org/10.1007/978-90-481-9751-4_100736


Nonlinear Optical Absorption and Induced Thermal Scattering Studies 1895 N

18. Herne, T.M., Tarlov, M.J.: Characterization of DNA probes

immobilized on gold surfaces. J. Am. Chem. Soc. 119,

8916–8920 (1997)

19. Allan, D.W.: Statistics of atomic frequency standards. In:

Proceedings of the IEEE, vol. 54, pp. 221–230 (1966)

20. Regulatory Determinations Support Document for Selected

Contaminants from the Second Drinking Water Contaminant

Candidate List (CCL 2), Chapter 7 (2008)
NEMS Resonant Mass Sensors

▶NEMS Resonant Chemical Sensors
Neural Activity-Dependent Closed-Loop

▶Dynamic Clamp
N

Neural Interfaces

▶MEMS Neural Probes
N-Methyl-2-pyrrolidone (NMP)

▶ SU-8 Photoresist
Non-conventional Machining

▶Ultrasonic Machining
Nonlinear Electrokinetic Transport

▶Concentration Polarization at Micro/Nanofluidic

Interfaces
Nonlinear Optical Absorption and
Induced Thermal Scattering Studies in
Organic and Inorganic Nanostructures

V. Sai Muthukumar1, Ramakrishna Podila2,

Benoy Anand1, S. Siva Sankara Sai1,

K. Venkataramaniah1, Reji Philip3 and

Apparao M. Rao2,4

1Department of Physics, Sri Sathya Sai Institute

of Higher Learning, Prashanthinilayam,

Andhra Pradesh, India
2Department of Physics and Astronomy,

Clemson University, Clemson, SC, USA
3Light and Matter Physics Group, Raman Research

Institute, Sadashivanagar, Bangalore, India
4Center for Optical Materials Science & Engineering

Technologies, Clemson University, Clemson,

SC, USA
Definition

Nonlinear optics (NLO) studies the behavior of light in

nonlinear media, whose dielectric polarization (P)

responds nonlinearly to the electric field (E) of the

light. In general, such nonlinear behavior is observed

under highly intense light beams. Several fundamental

properties of materials such as nonlinear absorption,

nonlinear refraction, harmonic generation, etc., can be

probed using NLO spectroscopy.

The field of nonlinear optics (NLO) emerged into

prominence more than three decades ago with the

development of the laser. These milestone discoveries

have not only generated much interest in laser science

but also set the stage for future work in nonlinear

optics. In recent years, the discovery of various nano-

scale materials such as fullerenes, carbon nanotubes,

and metallic and other semiconducting nanostructures

has allowed nonlinear spectroscopy to progress

towards technological applications, and the focus has

been on the discovery of materials with higher pho-

tonic functionalities and better performance [1, 2].

Knowledge of electronic transitions is essential in

understanding the linear and nonlinear optical proper-

ties of nanomaterials. Many spectroscopic techniques

such as optical absorption, photoluminescence,

photoacoustics, and x-ray photoelectron spectroscopy

are often employed for the investigation of energy levels
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n ¼ n þ n I (2)

a ¼ a þ bI (3)
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in nanostructures. More significantly, estimation of the

nonlinear interaction of light with nanostructures helps

one to probe the higher electronic levels, which are not

easily accessible otherwise.

In nanostructures, quantum confinement effects and

surface plasmon resonance (SPR), in tandem with

other crucial factors like morphology, particle size,

and chemical environment, can lead to interesting

changes in nonlinear properties with many promising

applications such as ultrafast optical switching, optical

limiting, passive mode locking, frequency up-

conversion lasing, optical data storage, multiphoton-

based laser microscopy, etc. Interestingly, various

nanomaterials exhibit distinct intensity-dependent

nonlinear responses for laser excitation that depends

on parameters such as laser wavelength, pulse dura-

tion, and repetition rate [2]. The physical basis of

observed nonlinear optical responses in nanostructures

is briefly elucidated in the following sections along

with an outline for various experimental techniques

used for probing their photophysical properties with

special reference to the optical limiting application.

Optical limiters are materials which are transparent at

lower incident fluences, but attenuate light consider-

ably at higher fluences; thus protecting eye and

photosensors from damage due to intense optical

sources. Various nanostructures are promising as effi-

cient and broadband optical limiters when compared to

conventional materials like organic chromophores and

dyes [1, 2]
ð3Þ ð3Þ ð3Þ

ð3Þ
Nonlinear Optical Processes

In general, the response of amaterial medium (which is

lossless and dispersionless) to input light can be

described in terms of the electric polarization P [1],

which is usually expanded in a Taylor series in the

electric field amplitude E as
ð1Þ ð2Þ ð3Þ
P ¼ w Eþ w EEþ w EEE (1)
(n)
where x are the susceptibility tensors of order n. Far
away from a material resonance, the susceptibilities

are predominantly real and the material response is

instantaneous, but as resonances are approached, the

susceptibilities will become complex, with relatively

slower responses. The first term, x(1), is responsible for
linear absorption and refraction, while the remaining

terms are associated with different light-induced

nonlinear effects. Second-order nonlinear effects due

to x(2) are present only in noncentrosymmetric mate-

rials, and these include second harmonic generation

and other three-wave mixing processes, optical rectifi-

cation, and the electro-optic Pockels effect. Nonlinear

optical effects involving the third-order susceptibility

x(3) include phenomena such as third harmonic gener-

ation and four-wave mixing processes, the electro-

optic Kerr effect, two-photon absorption, and Raman

amplification.

For a nonlinear optical medium, the refractive index

and absorption coefficient will be functions of the

incident light intensity. For an isotropic centrosym-

metric material (where the lowest order nonlinearity

is cubic), the intensity-dependent nonlinear refractive

index is given by [1–4]
0 2

and the intensity-dependent nonlinear absorption

coefficient is given by
0

where n2 is the nonlinear refractive index coefficient,

and b is the nonlinear absorption coefficient. n0 and

a0 are the linear refractive index and linear absorption

coefficient, respectively. I is the intensity of the inci-

dent light which is proportional to E2. The third-order

nonlinear susceptibility can be very generally

written as
w ¼ wR þ wI (4)
where the real part wR accounts for effects that are

transient and consume no energy (like the optical Kerr

effect, molecular orientation, electrostriction, etc.).

The imaginary part wð3ÞI accounts for processes that

involve losses such as two-photon absorption. Thus,

w(3) (both the real and imaginary parts) serves as

a figure of merit for investigating potential novel mate-

rials for photonic applications.

It may be noted that ultrafast laser pulse excitation

(typically in the femtoseconds regime) provides a way

to measure pure-electronic nonlinearities exclusively.

To observe longer timescale processes such as excited
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Fig. 1 Various nonlinear absorption schemes involving 2PA,

3PA and ESA processes. (a) depicts an ESA process while (b)

shows 3PA and (c) shows 2PA. The dotted lines represent virtual

state and solid lines represent real state. (d) and (e) show three-

and five- level ESA models respectively, which have been

extensively used in literature (see ref. [1] for details). (a) 2PA

virtual intermediate state (dashed line). (b) 3PA virtual interme-

diate state (dotted line). (c) ESA real intermediate state

(dotted line)
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state absorption and thermal lensing, longer laser

pulses (typically in the nanosecond regime) are used.

Nonlinear Refraction (NLR)

The dominant physical mechanism driving nonlinear

refraction in a given medium can vary depending on

the material, optical wavelength, irradiance, timescale

of the light-matter interaction, and/or geometry. In

addition to bound electronic nonlinearities, which are

instantaneous, effects like intramolecular motion,

molecular reorientation, electrostriction, induced pop-

ulation change, and photothermal effects may become

responsible for nonlinear refractive index in a medium.

Depending on the sign (positive or negative) and

magnitude of the value of “n2” in Eq. 2, a laser beam

passing through the nonlinear medium may be self-

focused or defocused. Such focusing (or defocusing)

arising from the real part of the third-order nonlinear

susceptibility (wð3ÞR ) is known as the optical Kerr effect

(Kerr lens effect). The instantaneous nature of Kerr

lensing is used in several applications including optical

switching and laser mode-locking, especially in the

ultrafast regime. At very high intensities, the optical

Kerr effect may tend to saturate. For relatively shorter

optical pulses with very high intensity, electronic non-

linearities may, on the other hand, lead to self-

steepening and supercontinuum generation effects.

Nonlinear refraction can also occur due to thermal

effects (usually referred to as thermal lensing), which

typically build up with a relatively long response

time of a few milliseconds. Thermal nonlinearity can

be dominant for continuous-wave (CW) laser excita-

tion and significant for nanosecond laser pulse

excitation. The variation of the refractive index with

temperature can be described mathematically as

~n ¼ no þ dn=dTð Þ ~T0, where no is the linear refractive

index, ~T0 is the laser-induced change in temperature,

and dn dT= , the temperature-dependent refractive

index. The thermal nonlinear index of refraction can

be determined using a closed aperture Z-scan measure-

ment, employing either the thermal lens model (TLM)

or Sheik-Bahae’s formalism [3] for analysis.

Nonlinear Absorption

Nonlinear absorption refers to the change in the trans-

mittance of a material as a function of input light

fluence (given in units of J/m2) [1]. As given above,

the nonlinear absorption coefficient of a third-order

nonlinear medium can be written as a ¼ a0 þ bI,
where b is the nonlinear coefficient of absorption. Far

away from a material resonance, b usually reduces to

the two-photon absorption coefficient. However, near

a material resonance, two-step phenomena like excited

state absorption (ESA) and free carrier absorption

(FCA) may also contribute to nonlinear absorption.

Such phenomena are collectively referred to as reverse

saturable absorption (RSA). An overview of these

phenomena is given below.

Multiphoton Absorption

Many semiconducting and metallic nanomaterials

exhibit multiphoton absorption (MPA). In this discus-

sion, MPA is limited to two- and three-photon absorp-

tion (2PA and 3PA, respectively) processes. 2PA

involves the simultaneous absorption of two photons

to promote an electron from an initial state to a final

state through a virtual intermediate level (Fig. 1). 3PA

has a lower transition probability and involves three

photons and two intermediate states. Since the inter-

mediate level is virtual, energy need be conserved only
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Fig. 2 Panel (a) shows the

transverse profile of the

incident laser beam, while

panel (b) shows the beam

profile of the scattered beam

after traversing through the

sample [6]
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in the final state. In contrast to reverse saturable

absorption, MPA is an instantaneous process occurring

in femtosecond timescales. The mechanism of 2PA

can be viewed as analogous to a three-level RSA

process where the lifetime of the intermediate

state approaches zero and the ground state absorption

is extremely low (high linear transparency). Two-

and three-photon-absorption-based nanomaterials can

be used for applications like frequency conversion

lasing, optical limiting, pulse stabilization, and

reshaping [1].

Excited State Absorption

In systems like C60, the excited state absorption (ESA)

cross section is greater than the ground state absorption

cross section, which can lead to an enhanced absorp-

tion at higher input intensities. Typically, the ESA

process is much stronger than 2PA, and to indicate

the collective contribution of 2PA and ESA, the term

“effective 2PA” is sometimes used in literature. When

excited with nanosecond laser pulses, which are rela-

tively long compared to typical excited state lifetimes

of nonfluorescent materials, ESA will contribute sig-

nificantly to nonlinear absorption. For instance, the

effective 2PA cross section of a medium measured

under nanosecond (ns) pulse excitation has been

found to be about two orders of magnitude larger

than the intrinsic 2PA cross section measured under

femtosecond (fs) excitation [5]. In the case of intrinsic

2PA, the nonlinear absorption coefficient (b) is inde-
pendent of the input intensity, but in the case of effec-

tive 2PA, the nonlinear absorption coefficient (beff)
varies with input intensity. Relevant examples are

discussed in section “Experimental Methods”. Another

interesting case is that of TPA-induced ESA, where

a strong 2PA process considerably increases molecular
populations in an excited state, which then absorbs

another photon by an ESA process.

Free Carrier Absorption

In semiconducting materials, charge carriers are gen-

erated by one-photon as well as two-photon excita-

tions. These electrons or holes can be excited to still

higher or lower states in the conduction or valence

bands by absorbing additional photons. Such carrier-

assisted nonlinear absorption processes are known as

“free carrier absorption,” which is analogous to excited

state absorption in molecular systems [2]. One differ-

ence is that free carrier absorption processes are usu-

ally independent of the input laser pulse width

(assuming shorter timescales for carrier diffusion and

recombination). In addition, they are insensitive to

particle size and geometry and can be found in both

solids and nanoparticle dispersions covering a broad

range of temporal and wavelength ranges.

Induced Thermal Scattering

An important mechanism by which laser light trans-

mitted through a medium suffers losses, particularly

in the nanosecond excitation regime, is induced ther-

mal scattering (ITS). Processes including the forma-

tion of microplasma and solvent microbubbles, and

thermally induced local refractive index gradients

lead to ITS [4]. Since the formation of thermal scat-

tering centers takes several nanoseconds, these phe-

nomena generally do not affect the transmission of

ultrafast laser pulses through the medium. Mechanis-

tically, ITS leads to a spatial redistribution of the

incident beam (as shown in Fig. 2), resulting in spatial

intensity modulation, which can be efficiently used

for optical limiting if appropriate geometries are

employed [2, 4].
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Experimental Methods

In order to evaluate the contribution of various

intensity-dependent nonlinear processes in any

material, different methods such as second harmonic

generation, four-wave mixing, ellipse rotation,

nonlinear interferometry, and Z-scan are often

employed [1, 2]. In recent years, Z-scan and four-

wave mixing methods have been extensively adopted

and applied by various research groups across the

world to evaluate the nonlinear optical properties of

various bulk and nanostructured materials.

Four-Wave Mixing

Four-wave mixing (FWM) is a phase-sensitive

nonlinear effect arising from third-order optical

nonlinearity. The concept of three optical fields

interacting to produce a fourth optical field is central

to the description of all four-wave mixing processes.

Along with Z-scan, this is one of the most widely used

techniques to measure the third-order susceptibility

w(3) of materials [2, 3]. In a dielectric medium, when

two light beams are present, each beam independently

polarizes the dielectric. The interference between

polarized fields then results in harmonics at the sum

and difference frequencies. When a third field is inci-

dent on the dielectric, it too drives the polarization and

will beat with both the other input fields as well as the

sum and difference frequencies. This beating with the

sum and difference frequencies gives rise to the fourth

field in four-wave mixing.

The FWM process is essentially of two types:

nondegenerate and degenerate (DFWM). In the for-

mer, the optical excitation sources are of different

wavelengths, while in the latter, their wavelengths are

identical. The strength of the fourth beam is dependent

on a coupling constant that is proportional to the effec-

tive w(3), and hence, measurement of the observed

signal will yield information about the w(3) tensor com-

ponents of the medium. Furthermore, DFWM can be

employed in the backward (phase conjugate) and

BOXCARS configurations, with the choice being

made through consideration of the experimental con-

ditions and requirements. In the backward geometry,

two waves travel in the backward direction and two

travel in the forward direction, whereas in the BOX-

CARS geometry, all the four waves travel in the for-

ward direction. Using different polarizations for the

three beams, all the components of the w(3) tensor can
be measured. In terms of the intensity-dependent

refractive index, the DFWM process is considered to

be the interference of two input beams leading to a

spatial periodicity resulting in the formation of a grat-

ing from which the third beam scatters, generating the

fourth wave.

FWM can be used to probe either one-photon reso-

nances or two-photon resonances in a material by

measuring the resonant enhancement as one or more

of the frequencies are tuned. By tuning the frequencies

to multiple resonances in the material, excited state

cross sections, lifetimes, and line widths can be mea-

sured. One of the main disadvantages of FWM is its

sensitivity to alignment, requiring all three coherent

beams to simultaneously overlap within the sample in

space and time.

Z-Scan

The Z-scan technique is a sensitive and simple method

employed to measure nonlinear absorption and

nonlinear refraction. It has been used extensively to

study the optical nonlinearity of various materials like

semiconductors, nanocrystals, semiconductor-doped

glasses, liquid crystals, organic materials, and

biomaterials. Introduced by Sheik-Bahae et al. [3] in

the early 1990s, this widely used technique has many

advantages over other nonlinear spectroscopic

methods. In a typical Z-scan, the light-induced change

in transmittance (DT) of a medium due to optical

nonlinearity is measured as a function of input light

energy density (fluence) or intensity. A continuous

variation of the input fluence is achieved by translating

the sample under study through the focal region of

a focused laser beam (the sample position is taken as

z with z ¼ 0 being the focal point for the incident laser

beam, hence the name “Z-scan”). Consequent increase
and decrease of the intensity incident at the sample

position lead to wave front distortions (created by

nonlinear optical effects in the sample). There are

two types of Z-scan techniques, namely, the “closed

aperture” Z-scan and the “open aperture” Z-scan.

In the closed aperture Z-scan, which is used for

studying nonlinear refraction (NLR), the transmitted

beam is passed through an aperture placed in the far

field and then measured by a detector, for different

values of sample position z. When the medium is far

before the focal plane, no self-lensing occurs. As the

medium approaches the focal plane, the high intensity

begins to induce a lensing effect in the medium. For
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a negative nonlinearity, this lens tends to collimate the

beam, thereby increasing the transmittance through the

aperture. At the focal plane, even though the intensity

is highest, the influence of the induced lens is mini-

mized, resulting in a transmittance comparable to the

linear transmittance. This is similar to placing a thin

lens at the focus of a beam; this results in a minimal

effect on the far field beam pattern. As the sample is

translated beyond the focal plane, the negative lens

tends to increase the beam divergence, resulting in

a decrease in the aperture transmittance. As the

medium is translated still farther from focus, the inten-

sity again becomes weak enough that the induced

lensing is negligible. This sequence results in

a change in transmittance with a characteristic peak

followed by a valley, which is symmetric about the

focal plane (z ¼ 0). For a positive nonlinearity, the

pattern consists of a valley followed by a peak. Thus,

a simple Z-scan experiment can give both the sign and

magnitude of the optical nonlinearity in a material. In

both these cases, a purely refractive nonlinearity is

considered, assuming that no absorptive nonlinearities

are present. The sensitivity to nonlinear refraction

results from the vital role played by aperture A

(Fig. 3). If aperture A is removed, then the Z-scan is

sensitive only to nonlinear absorption (NLA), and this

configuration is commonly referred to as the open

aperture Z-scan. The absorptive nonlinearity will be

a maximum at the focal plane, where the intensity is

highest. Thus, the open aperture scheme is employed to

characterize materials that exhibit NLA, such as

excited state absorption (ESA), two-photon absorption

(TPA), saturable absorption (SA), etc.

Even though closed aperture Z-scan is used to study

only NLR, in practice, the closed aperture Z-scan

curve may contain a contribution from NLA also,

depending on the sample. To obtain the NLR coeffi-

cient in such a case, it is sufficient to normalize the
closed aperture data using the open aperture data

before analysis. Although the open aperture Z-scan

technique is adequate to detect the presence of

nonlinear absorptive effects, it cannot singularly iden-

tify the nature of an absorptive nonlinearity. For exam-

ple, at the outset, it cannot differentiate a 2PA

signature from a two-step excitation signature. Figure 4

shows typical Z-scan curves simulated for the MPA,

SA, and RSA processes. The Z-scan curves for SA

(peak) and RSA (valley) have shapes, which are com-

plementary to each other. It should be noted that the

Z-scan curves for RSA and MPA look very similar to

each other. To confirm the exact nature of the process,

it is often necessary to know the linear absorption

properties of the sample from a linear absorption spec-

trum taken using a spectrophotometer. Z-scans

performed using ultrafast laser pulses (where RSA

effects are a minimum) will also be instructive in this

regard.

A recent variation in the Z-scan technique is

the white-light continuum Z-scan, where a

supercontinuum is used as the light source for doing

the Z-scan experiment. The “supercontinuum” is an

intense, ultrafast, broadband light pulse, with wave-

lengths spanning the UV to the near IR region, gener-

ated when an ultrafast laser pulse is passed through

certain transparent NLO media like heavy water. Con-

version of the spectrally narrow pump pulse into the

resultant broad spectrum involves the interplay of self-

phase modulation and self-focusing of the pulse, due to

an intensity-dependent refractive index of the medium.

Since the typical supercontinuum spectrum covers the

whole visible range, it appears white, and hence it is

also known as a “white-light continuum.” In the con-

ventional Z-scan technique, nonlinearity can be mea-

sured only for one wavelength in one measurement. To

determine the spectral dispersion of the nonlinearity,

a tunable laser source has to be used, and separate
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Z-scans need to be done at all the required wave-

lengths. Obviously, this approach is time consuming

and tedious. The idea of using a strong white-light

continuum (WLC) as the light source to measure the

dispersion of the nonlinearity in a single Z-scan exper-

iment was therefore proposed by Van Stryland’s group

[7]. Their “WLC Z-scan” allows for rapid, broadband

characterization of degenerate NLA and NLR.
Nonlinear Optical Properties of
Nanomaterials

Nonlinear optical measurements in low-dimensional

materials continue to draw considerable attention

since the nonlinear behavior of the complex refractive

indices lead to unique optical phenomena [1–3, 7].

Furthermore, the quantum confined nature of the

charge carriers, surface effects, and sharp density of

states in low-dimensional materials such as

nanoparticles, nanowires, nanotubes, and nanorods

introduces various new fundamental physical phenom-

ena that can influence the NLO properties. For exam-

ple, surface effects can lead to ferromagnetic behavior

in nanostructured ZnO whereas bulk ZnO is diamag-

netic [8], and a semimetal to semiconductor transition

occurs in the low dimensional forms of bismuth due to

quantum confinement effects. Hence, one may utilize

these interesting properties of nanostructures to tailor

new materials for NLO applications. For example,
optical switching, saturable absorption, and optical

limiting properties of one-dimensional nanostructures

have shown considerable promise compared to bulk

materials. In this section, several interesting NLO

phenomena which can be observed in various

nanostructures using the Z-scan technique are

discussed. Although the discussion is limited to the

Z-scan technique, various experimental techniques

used for probing the NLO properties of popular

nanostructures are summarized in Table 1.

Carbon Nanotubes

One-dimensional carbon nanotubes (CNTs) have

revolutionized various fields of science and technology

since their optical and electrical properties allow one to

selectively modify and tailor nanotube properties for

specific applications. Initial reports on the nonlinear

optical limiting performance of multiwalled carbon

nanotubes (MWNTs) highlighted the superior perfor-

mance of nanotubes compared to corresponding

properties of C60 and carbon black dispersions. Subse-

quently, it spurred interest in investigating NLO

properties of functionalized CNT-based novel

nanomaterials. Moreover, the broadband optical

absorption profile of carbon nanotubes provides a

unique advantage over other optical materials includ-

ing fullerenes. Theoretical predictions by Margulis

et al claimed that the third-order nonlinear optical

susceptibility for MWNTs exceeds that of fullerene

molecules by two orders of magnitude [13]. Such
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Table 1 Different nonlinear optical processes observed in different nanostructured materials (see text for details)

Type of nanostructures Cause for NLO properties Technique used for probing Reference

C60 Dispersions NLA (2PA) Pump-probe techniques Tutt et al. [4]

NLR, RSA, NLS, thermal NLO Z-scan

C60 Films NLR, NLA(SA) Z-scan

SWNT films NLR, NLA (FCA) Z-scan, pump-probe techniques Chin et al. [9]

SWNTs suspensions NLR, NLS Z-scan

MWNT suspension NLS Z-scan and optical limiting

measurements

Metal nanowires NLS Optical limiting measurement Pan et al. [10]

Gold nanoparticles dispersions NLA, NLS Z-scan and optical limiting

measurements

Reji Philip et al.

[11]

CdSe-based quantum dots
suspensions

NLR, NLA Z-scan and optical limiting

measurements

Ganeev et al. [12]
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enhancement in third-order NLO values arises from

the combined effect of p-electron transitions, which

are dominant over interband/intraband transitions.

Thus, the modification of the p-electron cloud via

functionalization or doping provides an efficient

means for engineering novel materials with high

nonlinear optical susceptibility.

The optical limiting performance of MWNTs at

532-nm excitation wavelength with a 7-ns pulsewidth

from a second harmonic generator of a high-power

Nd:YAG system (quanta systems) is depicted in

Fig. 5. The laser excitation was used in the conven-

tional open aperture Z-scan setup (as described in

section “Experimental Methods”). Optical limiting

response was studied by varying parameters such as

the solvent used for nanotube suspension and the inci-

dent energy. The MWNTs were suspended in solvents

such as deionized water, 2-propanol, and ethanol using

sonication (for about �10 min).

The transmittance curves ofMWNT suspensions, as

shown in Fig. 5, at different energies indicated

improved limiting at higher energies. As expected, in

the case of higher energies, early onset of limiting was

observed (greater width of transmittance curve at

40 mJ). The main mechanism responsible for the

observed optical response is nonlinear-induced scatter-

ing, which was evident as the MWNTs suspension

translated across the focal plane in the Z-scan experi-

ment. The observed NLO response of MWNTs arises

due to “microbubble” or “microplasma” formation that

leads to the observed nonlinear scattering [4].
The leading edge of the pulse is absorbed by the

MWNTs and is nonradiatively transferred to the sur-

rounding medium within a few nanoseconds, which

causes thermal inhomogeneities in the suspension cen-

tered around the nanotubes. Depending on the fluence

(Fo) and thermo-optic coefficient (dn/dT), a local

change in the temperature results in a local refractive

index gradient (Dn) since Dn ¼ (dn/dT)(F0 a/2rCv),

where a is absorption coefficient, r is the density, and

Cv is the specific heat of the sample [14]. The trailing

edge of the optical pulse, therefore, “sees”
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a nonuniform optical medium of scatterers created by

the leading edge of the pulse. Thus, the trailing edge

gets scattered leading to a spatial redistribution of

pulse energy (as shown in Fig. 6)

Since the thermodynamical parameters of the sol-

vent media surrounding the nanotubes play a crucial

role in the formation of a scattering center, the optical

limiting response was also found to be solvent depen-

dent [9]. The threshold fluence for optical limiting (at

which the transmittance falls to 50% its initial value)

for MWNTs was determined to be �0.5 J cm�2

(Fig. 7).

Bi Nanorods

Bismuth is a semimetal in its bulk form and can be

prepared in several different nanostructured forms,

including thin films, nanowires, nanorods, and quan-

tum dots [15]. Bi is an attractive material for studying

how nanostructuring can alter the optical properties of

metals. For example, because of the small effective

mass components (in the anisotropic effective mass

tensor) of Bi, quantum confinement effects are

observed in nanowires with diameters as large as

40 nm at low temperature (77 K) [15]. In addition,

since the mean free path is long in bismuth (�250 nm

at room temperature), the finite size effects in a Bi

crystal are more pronounced. These effects, which

are observed in the tens of nanometers range in

Bi, occur in other metals only at much smaller

length scales and, thus, are likely to be more difficult

to probe experimentally. Therefore, understanding

these effects in bismuth can assist in the prediction

of the optical properties of other nanostructured

materials.
A semimetal to semiconductor transition was

predicted in the low-dimensional forms of bismuth

due to quantum confinement effects. When such

a transition occurs, it is expected that several material

properties undergo a radical change. For example, the

thermoelectric figure of merit is poor in bulk Bi due to

nearly equal and opposite contributions from electrons

and holes, but is high, �2, in small-diameter Bi

nanowires. Similar enhancements in NLO properties

were also observed for Bi nanorods [16].

Figure 8 shows the transmission electron micro-

scope (TEM) images for Bi NRs synthesized using

pulsed vaporization techniques [16]. Unlike bulk Bi,

bismuth nanoparticles and nanorods exhibit a broad

surface plasmon (SP) peak at �281 and �302 nm
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(4.4 and 4.1 eV), respectively. When irradiated by

532 nm (2.33 eV) laser pulses (pulse width �7 ns),

Bi NRs can absorb energy via interband and intraband

transitions, free carrier absorption, and two-photon

excitation. The presence of the SP peak makes the

absorption a “near-resonant” process. When Bi NRs

are suspended in any solvent, the absorbed energy is

transferred to the surrounding medium through

nonradiative de-excitation, resulting in localized

heating and thus scattering centers. In the case of a

Z-scan experiment, the leading edge of the pulse

creates these scattering centers and the trailing edge

of the pulse gets scattered (see Fig. 6). Such a mecha-

nism has been observed for other nanostructured

systems such as SWNTs and MWNTs (see section

“Carbon Nanotubes”).

Previously, Sivaramakrishnan et al. used visible and

IR laser pulses from a Nd:YAG laser (quanta system,

7 ns, 10 Hz), at both 532 and 1,064 nm, to measure the

optical limiting performance of Bi nanorod suspen-

sions by the Z-scan technique at room temperature

[17]. In order to separate the contributions of NLA

and NLS, a modified Z-scan setup (Fig. 9) proposed
by Jourdrier et al. was employed. In the modified setup,

the beam is split 50:50 (using BS2) to reach two detec-

tors D2 and D3 in order to measure the transmittance

T of the sample with detector D1 as a reference. A “2”

wide lens (L4) collects light from both the scattered

and unscattered parts making D2 insensitive to trans-

mittance changes due to spatial redistribution. This

ensures that the collection efficiency is �90%. Thus,

D2 records changes in transmittance solely due to

absorptive effects, and the nonlinear extinction coeffi-

cient measured by the Z-scan curve is only due to

contributions fromNLA. On the other hand, D3 detects

only the unscattered part since aperture (A) can be

adjusted to prevent the scattered part from reaching

D3. Therefore, D3 records a reduced transmittance due

to NLS and NLA, unlike the case of D2. The Z-scan

curves for the Bi nanorods suspended in chloroform

(linear optical transmittance of 60%) in a 1-mm

cuvette made of fused silica (under a 55-mJ, 532-nm,

7-ns excitation) are shown in Fig. 10.

Figure 10a shows the Z-scan curves recorded by

detectors D2 (NLA alone) and D3 (NLA and NLS).

The depth of the valley in the Z-scan curve is a direct

measure of the extent of optical limiting and is differ-

ent in the D2 and D3 curves with dips of 0.65 and 0.25,

respectively. Since D2 records the contribution due to

NLA alone and the D3 curve also has contributions

from NLS, it is clear that NLS induced by NLA makes

a significant contribution to the total extinction. In fact,

the contribution of NLS to optical limiting is greater

than that due to NLA. Interestingly, in the case of

1,064-nm excitation (55 mJ, 7 ns), the D2 and D3

curves overlap (Fig. 10b), and the minimum transmit-

tance is� 0.75 in both the cases. Thus, NLS is absent at

1,064 nm, and only NLA makes a contribution to the

total extinction observed at this wavelength. At

532 nm, however, both NLA and NLS are responsible

for the observed optical limiting unlike the 1,064-nm

case. This is very unlike the behavior of carbon black

and SWNT/MWNT suspensions, where NLS domi-

nates at both 532- and 1,064-nm excitations (see

section “Carbon Nanotubes”).

As shown in Fig. 8, Bi nanorods used in this study

contain a native oxide layer. Z-scan experiments

performed using 532-nm excitation on bulk Bi and

bulk Bi2O3 did not display any nonlinearity (inset in

Fig. 10b).

However, ball-milled Bi2O3 powder exhibited

strong nonlinearity when excited at a higher fluence
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excitation by detectors D3 (nonlinear absorption and scattering)

and D2 (nonlinear absorption only) for an input energy of 55 mJ.
The minimum transmittance recorded by D3 is less than that of

D2 as it has contributions due to both scattering and absorption.

(b) Same as in (a) using the 1,064-nm excitation for an input

energy of 55 mJ. The overlapping curves suggest that nonlinear
scattering is absent when excited with 1,064 nm in contrast to the

532-nm case
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(90 mJ; Fig. 11a). Similar to the case of Bi nanorods,

the predominant cause for such nonlinearity was found

to be two-photon absorption (2PA). Additionally, the

saturation of the ground state absorption was also

observed for ball-milled Bi2O3 samples. Thus an effec-

tive nonlinear absorption coefficient a(I), given by

aðIÞ ¼ a0
1þ I

IS

þ bI was considered for the fitting of the
data shown in Fig. 11a, where IS is the saturation

intensity (intensity at which the linear absorption

drops to half its original value) and b is the 2PA

coefficient. Since Bi nanorods posses a high surface

area (hence more of a surface oxide layer), it is possible

that the nonlinear response discussed in Fig. 10 arises

from the native surface oxide layer rather than core Bi
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Fig. 11 (a) Z-scan data from ball-milled Bi2O3 samples

obtained with 532-nm, 7-ns pulses. (b) The variation of 2 PA

coefficients as a function of incident laser energy
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nanorods. Furthermore, in Bi2O3, the numerically

calculated b’s were found to be decreasing with

increasing energy as shown in Fig. 11b. The falloff of

b with increasing intensity is a consequence of reverse

saturation absorption arising from a sequential 2PA

[2]. Thus, the contribution of the native Bi2O3 layer

to the nonlinear properties of Bi nanorods cannot be

ruled out despite the absence of any nonlinearity in

bulk forms of Bi and Bi2O3.
Surface-Modified NiS2 Nanoparticles

Photonic nanoparticle systems have attracted consid-

erable attention due to a wide variety of NLO applica-

tions such as optical limiting, saturable absorption,

second harmonic generation, two-photon absorption,

all-optical control, and holographic storage control.

Typically, such systems are designed with a view of

enhancing one of the nonlinear optical properties over

their bulk counterparts. Previously, it was shown that

nanomaterials (such as surface-modified NiS2) can

also be engineered to deliver systems displaying

more complex behavior involving the interplay of

two or more nonlinear phenomena [17]. If in such

systems, two competing mechanisms operate simulta-

neously, however, the stronger dominates the weaker.

Decoupling them in a single experiment is not
straightforward. This section discusses the case of

complete quantitative characterization in a single

experiment of two simultaneous but contrary optical

transmission phenomena—optical limiting and satura-

ble absorption in surface-modified NiS2 nanoparticle

suspensions by employing a modified Z-scan method

as in the case of Bi nanorods (Fig. 9). Capping with

dimethylglyoxime (DMG) results in the surface mod-

ification of the nanoparticles and exhibits a spectral

feature essential for the saturable absorption.

NiS2 nanoparticles were suspended in an appropri-

ate amount of 2-propanol so that the sample held in a

1-mm-wide fused silica cuvette would have a linear

transmittance of 80% at 532-nm wavelength. The sec-

ond harmonic of a Q-switched Nd: YAG laser

(532 nm) of pulse width 7 ns at 10-Hz repetition was

used in the Z-scan studies employing a converging lens

with a focal length of 20 cm. The Z-scan curve
and transmittance as a function of input fluence are

shown in Fig. 12a. It is clearly evident from Fig. 12b

that the optical transmittance falls as intensity

increases, exhibiting an optical limiting behavior.

A transmission of 50% (which is the threshold fluence

for optical limiting) is reached at 300 mJ/cm2.

Such optical limiting in NiS2 occurs due to the

intensity-dependent scattering that is also visible to

the naked eye.
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nonlinear absorption, D2 gives a measure of the intensity-

dependent absorption alone
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Figure 13 shows the Z-scan curves (with the set up

shown in Fig. 9) from detectors D2 ( ) and D3 ( ) for

NiS2 nanoparticles suspended in 2-propanol. The

Z-scan curve due to detector D2 ( ) shows an upward

peak indicative of the saturation of absorption. The

transmittance of the sample increases as it is brought

closer to the focus of the Z-scan lens. This is in sharp

contrast to the studies on Bi nanorods discussed earlier
where the corresponding curve is a valley indicating

that nonlinear absorption increases with intensity and

transmission falls with intensity (Fig. 10). Saturable

absorption observed in this case is similar to the behav-

ior of rhodamine B under similar experimental condi-

tions [6].

Furthermore, in Fig. 13, the Z-scan curve of detec-

tor D3( ) which records intensity-dependent transmit-

tance due to both absorption and scattering shows

a typical optical limiting valley. Closer observation

reveals that both the fall in transmittance due to optical

limiting ( ) and the rise in transmittance ( ) due to

saturable absorption are at a z-position of 1.75 cm

with respect to the focal point (z ¼ 0). Thus, the two

effects are simultaneous and not sequential as has been

observed in other experiments on nanoparticles sys-

tems [18]. The sequential occurrence of saturable

absorption followed by an optical limiting behavior is

indicative of excited state absorption.

The UV-Vis absorption spectrum for NiS2
nanoparticles shows a strong absorption at �554 nm

(Fig. 14). Under 532-nm excitation, the nanoparticles

are excited from the ground state (labeled “0”) to

a higher state (labeled “1”) as shown in the inset in

Fig. 14. As the intensity of the exciting laser pulse is

increased to a maximum of 200 MW/cm2, most of the

nanoparticles occupy the excited state. As the ground

state is bleached, the system becomes increasingly
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transparent to the incident laser pulse at 532 nm,

resulting in a saturation of absorption and the conse-

quent Z-scan curve.

The intensity-dependent absorption coefficient for

a two-level system is given by [2]:
a0
aSAðIÞ ¼
1þ I

IS

(5)

where a0 is the absorption coefficient, I is the intensity
of the laser beam, and IS the saturation intensity. This

explains the upper curve in Fig. 13. The bottom curve

can be understood in terms of simultaneous nonlinear

intensity-dependent scattering that occurs due to

energy transfer from nonradiative decay of excited

states, as explained earlier in discussions of MWNT

and Bi nanorod systems.

A complete description of the Z-scan experiment

requires that both the saturable absorption and optical

extinction due to nonlinear scattering be taken into

account. Thus, in the similar lines of Venkatram et al.

[18], we use the following equation describing these

two concomitant processes:
" #

dI

dz
¼ � a0 þ a2I þ a0

1þ I
IS

I (6)

In the above equation, a2 is the nonlinear scattering
coefficient. The value of IS and a2 can be extracted

from numerical fitting of data to this propagation.

Here, the fourth-order Runge-Kutta method is used to

solve the equation while finding the best fit for both
parameters [6]. As mentioned earlier, the Z-scan curve

of D2 is purely due to absorptive effects. The equation

is first solved setting a2 ¼ 0 so as to obtain a value for

IS which in this case is 64 MW/cm2. This value of Is is

much smaller than the incident intensity at the focal

point (at both 30 mJ and 50 mJ), eventually favoring the
domination of nonlinear scattering following the

absorption of a faction of the leading part of the inci-

dent pulse. Thereafter, the value of a2 was obtained by
using this value of IS in the complete equation and

finding the best fit to the Z-scan curve from detector

D3. The nonlinear scattering coefficient, a2, was found
to be 63 cm/GW.

ZnO Nanostructures

Among the metal oxides, ZnO is a remarkable wide

bandgap (3.37 eV in bulk) II–VI semiconductor. Its

high exciton binding energy (60 meV) allows efficient

exciton emission even at room temperature. As

a consequence of its noncentrosymmetric crystal struc-

ture, ZnO is expected to have nonzero second-order

susceptibility. Although many properties of bulk and

nanostructured ZnO have been well studied, there is

still a lack of understanding in the relationship between

the density of defects, dopant level, synthesis condi-

tions, and the observed optical and magnetic proper-

ties. In nanostructures, a fairly high surface state

density significantly modifies or alters the chemical

and physical properties, which can be reflected in

optical measurements. NLO properties of different

forms of pristine ZnO, such as single crystals, thin

films, nanolayers, and nanowires, have been previ-

ously reported. It is also very important to understand
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Fig. 15 (a) Z-scan data for AP-CoZnO samples fitted to a three-

photon absorption (3PA) equation. Inset is a schematic depicting

effective 3PA. When the intermediate states are virtual, the

effect is genuine 3PA, but when they are real, it is an effective

3PA arising mostly from excited state absorption. (b) Z-Scan

data for pristine ZnO samples fitted to a 3PA equation. (c) Z-scan

data for AP-CoZnO samples at different incident laser energies.

(d) Variation of the 3PA coefficient (g) as a function of the

incident laser pulse energy for AP-CVD, AP-CoZnO, O2-100-

5.5 h and Ar-400-5 m samples
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the NLO properties of transition metal (TM)-doped

ZnO nanostructures due to their ferromagnetic order-

ing at room temperature and importance in spintronic

applications. An extensive study of NLO properties of

TM-doped ZnO nanostructures can lead to a better

understanding of the impact of surface states.

In earlier studies of the origin of ferromagnetism

(FM) in pristine micro- and nanostructured ZnO,

Podila et al. observed the changes in magnetic proper-

ties with varying crystallinity. They attributed the FM

to the presence of surface states [8]. The presence of

such surface states in pristine and Co-doped ZnO

nanostructures (denoted as AP-CVD and AP-CoZnO)
can be confirmed using the open aperture Z-scan. It is

worth noting that, except when excited by ultrafast

laser pulses, DT strongly depends on the excited state

population density. In view of this, the nonlinear

transmission of the ZnO samples was measured

in the nanosecond excitation regime using linearly

polarized 5-ns optical pulses from a Q-switched

frequency-doubled Nd:YAG laser operating at

532 nm. The Z-scan data obtained for AP-CoZnO

and AP-CVD samples (Fig. 15a, b, respectively) were

found to be best-fit numerically by a three-photon

absorption (3PA) process model. It is instructive to

note that, compared to the 2PA process described in
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Eq. 7, the nonlinear absorption coefficient a in the

presence of 3PA is given by

aðIÞ ¼ ao þ gI2 (7)

In the above equation, I is the intensity of the laser,

ao the unsaturated linear absorption coefficient, and g
the 3PA coefficient. The value of g was obtained by

fitting the Z-scan curve to the 3PA propagation equa-

tion, given by
dI
dz
¼ �aoI � gI3 (8)

with z’ being the propagation distance within the

sample.

The values of g numerically obtained from the fits

indicated that nonlinear absorption in the present case

arises not only from genuine 3PA but also from “effec-

tive” three-photon nonlinearity [1]. Such effective 3PA

originates from sequential excited state absorption as

shown in the inset of Fig. 15a. In the case of genuine

three-photon absorption (3PA), where the transition

states involved are virtual, the 3PA coefficient (g) is
a constant and is independent of the incident laser

fluence. All genuine ground state absorption coeffi-

cients (such as 2PA or 3PA) are dependent on the

ground state population N since the absorption

coefficient is obtained by multiplying the

corresponding absorption cross section (s) by N. The

absorption cross section is a microscopic parameter,

independent of N that characterizes the average

two-photon/three-photon absorbability per molecule.

However, the change in g will be evident only

when there is a substantial change in the ground

state population due to absorption. Therefore, if the

absorptions are weak, then the coefficients can be

considered to be almost constant, since there is

a negligible change in N. Genuine 2PA and 3PA are

usually very weak phenomena, and, hence, the

corresponding coefficients can be considered as

material constants at a given wavelength and concen-

tration. But strong excited state absorptions (ESA)

during an effective 3PA deplete the ground state pop-

ulation significantly so that the absorption coefficient

is no longer a constant. Hence a change in g
with respect to the incident laser intensity can help

confirm the presence of surface states in the forbidden

gap of ZnO.
Both two-photon absorption and/or sequential

absorption of two photons at 532 nm (2.33 eV; inset

Fig. 15a) will result in a real terminal level which is

above the lowest excitonic state that lies around

363 nm (3.4 eV) for ZnO, and another one-photon

absorption to go from this level to the band edge.

Figure 15c, d show the variation of g for AP-CoZnO,

AP-CVD, and AP-CVD samples annealed in O2 (Ar)

for 5.5 h (5 min) at 100
�
C (400

�
C)—O2-100-5.5 h and

Ar-400-5 m, respectively—as a function of incident

laser energy. While g remains almost constant with

input energy in AP-CVD, there is a pronounced

increase in g with incident energy in AP-CoZnO and

O2-100-5.5 h samples. Moreover, the 3PA coefficient

(and, hence, the optical limiting efficiency) for

AP-CoZnO samples is obviously higher than that of

pristine ZnO. These observations concur with the

enhancement seen in the magnetic moment of AP-

CoZnO and O2-100-5.5 h samples and indicate the

presence of enhanced surface state density due to Co

atoms in the ZnO lattice. Thus, the increase of g with

the incident laser energy confirms effective 3 PA due

to the existence of a wide range of surface states in AP-

CoZnO and O2-100-5.5 h samples. Furthermore, the

lowest g values and a constant trend with input fluence
were observed for Ar-400-5 m samples indicating the

absence of any surface states. An enhanced surface

state density in AP-CoZnO due to Co doping results

in stronger FM and better optical limiting compared to

pristine ZnO nanostructures [19].
Conclusions

In the preceding sections, the reader is introduced to

optical nonlinearities and given an overview of various

methods used for nonlinear optical characterization

with emphasis on the Z-scan technique. The chapter

discusses in detail the NLO properties of various

nanostructures, such as carbon nanotubes, bismuth

nanorods, NiS2 nanoparticles, and ZnO nanowires,

studied using the Z-scan. In the case of MWNTs and

Bi nanorods, nonlinear scattering is found to play

a major role in determining the nonlinear transmission.

The simultaneous onset of two different nonlinear pro-

cesses (saturable absorption and nonlinear scattering)

was observed in NiS2 nanoparticles. In pristine and

doped ZnO nanostructures, the intensity dependence

of the 3PA coefficient could be used to confirm the
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presence of intermediate states. These studies indicate

that organic as well as inorganic nanostructures are

excellent candidates for nonlinear optical transmission

with potential strategic applications, including optical

power limiting.
N
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